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Sign-problem-free variant of the complex Sachdev-Ye-Kitaev model
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We construct a sign-problem-free variant of the complex Sachdev-Ye-Kitaev (SYK) model which keeps all
the essential properties of the SYK model, including the analytic solvability in the large-N limit and being
maximally chaotic. In addition to the number of complex fermions N , our model has an additional parameter
M controlling the number of terms in the Hamiltonian which we take M → ∞ with keeping M/N constant in the
large-N limit. While our model respects global U(1) symmetry associated with the fermion number conservation,
both the large-N limit and the sign-problem-free nature become explicit in the Majorana representation. We
present a detailed analysis on our model, i.e., the random matrix classification based on the symmetry analysis,
analytic approach, and the quantum Monte Carlo simulations. All these analyses show that our model exhibits a
non-Fermi-liquid physics, a gapless fermionic system lying beyond the conventional Fermi-liquid picture.
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I. INTRODUCTION

The non-Fermi liquid (NFL) is gapless fermionic matter
that goes beyond the conventional Fermi-liquid picture due
to strong interactions. While understanding such strongly in-
teracting systems is highly desirable as it contains interesting
phases such as the strange-metal phase in high-Tc super-
conductivity [1], the infamous sign problem [2] dictates the
fundamental difficulty of the problem. With only a few excep-
tions [3–14], general tools to understanding the NFL physics
remain elusive so far.

The Sachdev-Ye-Kitaev (SYK) model is an interacting
fermionic matter showing a non-Fermi liquid and hav-
ing nontrivial holographic dual [15–17]. The model is
solvable via analytical methods [18–20], which is the large-
N limit with N being the number of fermions. In the
large-N limit, the model features the emergent reparametriza-
tion symmetry at the strong coupling limit. Furthermore,
the model is shown to be maximally quantum chaotic
[20,21] due to a pseudo-Nambu-Goldstone boson described
by Schwarzian low-energy effective action which is originated
from the spontaneous and explicit breaking of the emergent
reparametrization symmetry.

In the gravity system, black holes are shown to saturate
the chaos bound [22,23]. But, in the field theory, few models
have been proven to saturate the chaos bound which makes
the SYK model special. Since the SYK model does satu-
rate the chaos bound as the black holes, it suggests that the
SYK model could be holographically dual to a black hole.
Indeed, it was shown [24] that the two-dimensional Jackiw-
Teitelboim (JT) gravity describes the low-energy sector of the
SYK model.
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Having all these nice features, the SYK model and its
extensions have been extensively studied in the literature
[25–41]. But, almost all of the works are based on either
the exact diagonalization method or the large-N approach,
which do not go beyond the framework of the original studies
[15–17]. In this regard, we additionally employ numerically
unbiased quantum Monte Carlo (QMC) method to tackle the
SYK physics, applying to a sign-problem-free model we intro-
duce in the following. The QMC simulations not only confirm
the predictions from the analytical approach, but also probe
the physics beyond the regime of the analytical approach.

Before proceeding, we would like to comment on previous
QMC studies on the SYK model [32,33]. The model pre-
sented in Refs. [32,33] involves both fermions and bosons,
whereas our model is written purely in terms of fermions
and, therefore, we are able to simulate with larger number of
fermions. Nonetheless, both the model in Refs. [32,33] and
our model show non-Fermi-liquid (NFL) behaviors without
any fine tuning in the coupling constants.

II. MODEL

Our model is an interacting model of complex fermions in
(0 + 1) dimensions, similar to the usual complex SYK model.
In terms of fermion creation and annihilation operators, the
Hamiltonian is given by

H = 1

2

M∑
a=1

(Ŝa)2 = −
N∑

i, j,k,l=1

1

2

(
M∑

a=1

Ja;i jJa;kl

)
c†

i c jc
†
kcl , (1)

where M controls the number of terms in the Hamiltonian
and Ŝa = −i

∑N
j,k=1 Ja; jkc†

j ck with Ja; jk being real Gaussian
random variables. Each Ja; jk with j > k is drawn from

the Gaussian distribution P (x) ∝ exp [ − NMx2

2J2 ] and then we
impose antisymmetry condition Ja;k j = −Ja; jk . The antisym-
metricity on Ja implies that Ŝa is a Hermitian operator. Note
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that unless (i, j) equals (k, l ) or (l, k), the coupling constants
− 1

2

∑M
a=1 Ja;i jJa;kl follow a distribution having zero mean and

finite variance. This observation highlights the similarities be-
tween our model and the (particle-hole symmetrized) complex
SYK model with real coupling constants, while the difference
seems essential in making the model sign-problem free.

Although not obvious in the complex fermion represen-
tation, Eq. (1) is free from the negative-sign problem. The
sign-problem-free nature becomes explicit in the Majorana
representation [11–13] as Eq. (1) and its proper deforma-
tions are in the “Majorana class” [13] or satisfy “Majorana
reflection positivity” [12], where more details can be found
in Appendix A. In the following sections, we provide the
random matrix classification by analyzing the symmetries
of our model, the scaling solution from the large-N limit
with fixing the ratio M/N constant, and the temporal Green’s
function from the quantum Monte Carlo simulations. Rather
surprisingly, the analytic approach is also manageable in the
Majorana representation, similar to proving that the model is
sign-problem free.

III. SYMMETRY ANALYSIS

Let us now discuss the symmetries1 of Eq. (1). An obvious
one is U(1) symmetry associated with the fermion number
conservation Q = ∑

i c†
i ci.

The second one is the time-reversal symmetry T

T (i)T −1 = −i,
T (ci )T −1 = ci,

T (c†
i )T −1 = c†

i ,

(2)

which maps the vacuum state to the vacuum state T |vac〉 =
|vac〉. Since T 2(ci )T −2 = ci and T 2(c†

i )T −2 = c†
i , T squares

to 1 at the single-particle level. T squares to 1 in the many-
body Fock space as well.

The final symmetry is the chiral symmetry S ,2

S (i)S−1 = −i,
S (ci )S−1 = c†

i ,

S (c†
i )S−1 = ci,

(3)

which maps the vacuum state to the completely filled state
S|vac〉 = (

∏N
i=1 c†

i )|vac〉. As expected for the chiral sym-
metry, S squares to 1 at the single-particle level, i.e.,
S2(ci )S−2 = ci and S2(c†

i )S−2 = c†
i hold. But as an operator

on the many-body Fock space, S2 = +1 if N = 0, 1 (mod 4)
and S2 = −1 if N = 2, 3 (mod 4). Following the notation in
Ref. [29], two distinct notions of the square of S are encoded
as the single-particle phase γsp = 1 and the many-body phase
γmb = ±1 where the sign of the latter depends on N . Note that
the many-body phase γmb = −1 cannot be gauged away [29].

1By symmetry, we always mean either unitary or antiunitary oper-
ator that commutes with the second quantized Hamiltonian.

2One can combine T and S to get the particle-hole operator, which
is also a symmetry of Eq. (1).

A. Random matrix classification of Eq. (1)

Having presented the symmetries of the model, we
now discuss the random matrix theory (RMT) classification
[28,29,39,40,42]. To this end, we first decompose the Fock
space into different symmetry sectors of unitary symmetries.
The Hamiltonian in each symmetry sector is then classified
by the presence or absence of three operators: an antiuni-
tary commuting with the Hamiltonian (T+), an antiunitary
anticommuting with the Hamiltonian (T−), and a unitary an-
ticommuting with the Hamiltonian (�), where we can make
gauge choices in such a way that (T+)2 and (T−)2 are either +1
or −1 while �2 = +1. Note that the presence of two operators
implies the third operator via � = T+T−. These operators in
total give 10 different symmetry classes [43,44].

In our case,3 we employ the U(1) symmetry to decompose
the Hilbert space into charge-q sectors (q = 0, 1, . . . , N ).
The chiral symmetry S maps the charge-q sector to the
charge-(N − q) sector, whereas the time-reversal symmetry
T remains as an antiunitary operator commuting with the
Hamiltonian in each charge sector. This suggests that the
charge sector with q = N

2 is distinguished from the ones with
q �= N

2 . Using T+ = T , the Hamiltonian of the charge-(q �=
N
2 ) sector is classified as the symmetry class AI and follows
the Gaussian orthogonal ensemble (GOE) level statistics.

On the other hand, the classification of the charge-(q =
N
2 ) sector depends on the parity of N

2 , i.e., whether N =
0 (mod 4) or 2 (mod 4). Note that the chiral symmetry S on
the charge-(q = N

2 ) sector becomes an antiunitary commuting
with the Hamiltonian, i.e., US (H∗)U †

S = H where the chiral
symmetry S and the Hamiltonian are represented as USK and
H on the charge-(q = N

2 ) sector. Combining T and S , we get
a unitary symmetry US acting on the charge-(q = N

2 ) sector.
We therefore have to consider an individual symmetry sector
of US for a complete RMT classification.

When N = 0 (mod 4), (US )2 = 1, so we divide the charge-
(q = N

2 ) sector into the symmetric (S) sector satisfying US =
1 and the antisymmetric (A) sector satisfying US = −1. In
both sectors, we have T+ = T which squares to 1. Therefore,
the Hamiltonian in the charge-(q = N

2 ) sector is represented as(HR 0
0 H ′

R

)
, where HR and H ′

R are two distinct real symmetric
matrices following the GOE level statistics.

When N = 2 (mod 4), (US )2 = −1, so we divide the
charge-(q = N

2 ) sector into US = +i sector (+ sector) and
US = −i sector (− sector). Having divided into symmetry
sectors, the time-reversal symmetry T no longer becomes the
symmetry of each symmetry sector. Instead, T now maps +
sector to − sector, and vice versa. Therefore, the Hamiltonian
in the charge-(q = N

2 ) sector is represented as
(HC 0

0 H∗
C

)
,

where HC and H∗
C are Hamiltonians on + and − sector

and are related by the complex conjugation. Since no further
symmetries exist, HC follows the Gaussian unitary ensemble
(GUE) level statistics.

3We consider the case with M > 1 in Eq. (1) since M = 1
Hamiltonian is equal to a noninteracting Hamiltonian squared, which
is not generic.
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B. Random matrix classification of mass-deformed model

In the following, we consider the mass deformations of the
Hamiltonian Eq. (1) given by

Hmass ≡
N∑

j,k=1

iKjk (χ j,+χk,+ − χ j,−χk,−), (4)

where Kj,k is a random real coupling constant drawn from
Gaussian distribution and antisymmetric in j, k and the Ma-
jorana fermions are related by the complex fermions via

χ j,+ = 1√
2
(c j + c†

j ),

χ j,− = 1√
2i

(c j − c†
j ).

(5)

Such a deformation makes the system less chaotic, and thus
changes the characteristic of the system from maximally
chaotic to a localized phase [30,31,45]. When it comes to
the holography, the mass deformation would provide an in-
teresting phase diagram of the black holes. However, it is
difficult to study this phase transition via the analytic method
because the scaling ansatz for the two-point function is not
valid with the deformation. In the following, we discuss the
random matrix behavior of the mass-deformed Hamiltonian
by analyzing symmetries.

In terms of the complex fermion, the mass deformation is
given by Hmass = ∑N

j,k=1 iKjk (c jck − c†
kc†

j ). Hence, the mass
deformation breaks the U(1) symmetry, the time-reversal
symmetry T [Eq. (2)], and the chiral symmetry S [Eq. (3)],
but respects the particle-hole symmetry T S .

Note that there exist two antiunitaries T± which are the
symmetries of Eq. (4):

T±(i)(T±)−1 = −i,
T±(χ j,+)(T±)−1 = ±χ j,−,

T±(χ j,−)(T±)−1 = χ j,+.

(6)

Since the total fermion number is no longer conserved, it is
convenient to introduce the fermion parity operator P:

P = (−2i)Nχ1,+χ1,− . . . χN,+χN,−, (7)

which squares to one P2 = 1 and commutes with the
Hamiltonian. We then introduce two unitary operators

P+ = 2N/2χ1,+χ2,+ . . . χN,+,

P− = 2N/2χ1,−χ2,− . . . χN,−,
(8)

where we have

(P+)2 = (P−)2 =
{+1 if N = 0, 1 (mod 4),
−1 if N = 2, 3 (mod 4) (9)

and

Pa(χ j,a)(Pa)−1 = (−1)N−1χ j,a,

Pa(χ j,−a)(Pa)−1 = (−1)Nχ j,−a
(10)

with a = ±. In fact, P+ is closely related to the particle-hole
symmetry T S . In our convention, the complex conjugation
K acts as K(χ j,±)K−1 = ±χ j,±. Finally, we consider the fol-
lowing unitary operator:

Uf = ei π
4 N

(1 − 2χ1,+χ1,−√
2

)
· · ·

(1 − 2χN,+χN,−√
2

)
(11)

which satisfies

Uf (χ j,+)(Uf )−1 = χ j,−,

Uf (χ j,−)(Uf )−1 = −χ j,+.
(12)

Note that (Uf )2 equals the fermion parity operator P.
Now, two antiunitary operators T± [Eq. (6)] are realized in

the many-body Fock space as

T+ = Uf K (13)

and

T− =
{

P+Uf K if N is odd,

(−i)N P−Uf K if N is even,
(14)

where the phase factors are chosen such that T+|vac〉 = |vac〉
and T−|vac〉 = c†

1c†
2 . . . c†

N |vac〉 hold. In the many-body Fock
space,

(T+)2 = +1. (15)

Two antiunitary operators T+ and T−, equivalently an
antiunitary T+ and a unitary P+, commute with the mass
deformed Hamiltonian. Note also that the Hamiltonian is
block diagonal in the parity-even (P = +1) and the parity-
odd (P = −1) sectors. While T+ remains as an antiunitary
operator commuting with the Hamiltonian and squares to +1
in each parity sector, P+ (anti)commutes with P when N is
even (odd). So for even N , one can further block diagonalize
the Hamiltonian using P+ eigenspaces. After a straightforward
computation, one gets

P+T+ = iN PT+P+ (16)

which can be used to identify whether T+ changes P+ eigen-
value or not.

When N is even, We divide even N case into two subcases
N = 0 (mod 4) and N = 2 (mod 4). When N = 0 (mod 4),
(P+)2 = +1, so its eigenvalues are +1 and −1. So on P = 1
(P = −1) subspace T+ (anti)commutes, and therefore T+ pre-
serves (changes) the P+ eigenvalue. When N = 2 (mod 4),
(P+)2 = −1, so its eigenvalues are +i and −i. So on P = 1
(P = −1) subspace T+ anticommutes (commutes), but due to
antiunitarity of T+, T+ preserves (changes) the P+ eigenvalue.

To summarize, we get the following random matrix clas-
sification. Let us first represent the Hamiltonian using a Fock
space basis as

H =
(

H+ 0
0 H−

)
, (17)

where H+ (H−) is the Hamiltonian of the parity-even (-odd)
sector.

When N is odd, H+ and H− are two matrices related to
each other via P+ and thus have the same spectrum. Since T+
commutes with H+, H+ follows GOE level statistics.

When N is even, H+ = (HR 0
0 H ′

R

)
and H− = (HC 0

0 H ′
C

)
,

where HR and H ′
R are distinct matrices commuting with T+

and thus follow GOE level statistics. Also, HC and H ′
C are two

complex Hermitian matrices following GUE level statistics.
HC and H ′

C are related by T+ and thus have the same spec-
trum. Note that HR and HC (H ′

R and H ′
C) are Hamiltonians on

P+ = +1 (P+ = −1) subspace when N = 0 (mod 4) and on
P+ = +i (P+ = −i) subspace when N = 2 (mod 4).
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IV. EXACT DIAGONALIZATION ANALYSIS

In this section, we present numerical results obtained from
the exact diagonalization (ED) approach. While the ED ap-
proach is limited to a small number of particles, it can access
useful observables such as the level statistics and the spectral
form factor (SFF) which cannot be accessed from other ap-
proaches. In the remaining section, we first focus on our main
model (1) and analyze its level statistics and the SFF in each
U(1) charge sector. We then mix charge sectors by considering
a mass deformation which breaks the U(1) symmetry.

A. Level statistics

In Sec. III, we have provided the random matrix theory
(RMT) classification for each U(1) charge sector of Eq. (1).
As a demonstration of our classification, we focus on the
level statistics below. In each symmetry sector, we consider
its spectrum {E1, E2, . . . } in ascending order, i.e., E1 < E2 <

· · · . According to the “Wigner surmise” [42], the ratio rn =
sn/sn+1 of nearby energy spacing sn ≡ En+1 − En follows the
Wigner-Dyson level statistics:

p(r) = 1

Z

(r + r2)β

(1 + r + r2)1+ 3
2 β

, (18)

where (β, Z ) = (1, 8
27 ) for the Gaussian orthogonal ensemble

(GOE), (β, Z ) = (2, 4π

81
√

3
) for the Gaussian unitary ensemble

(GUE), and (β, Z ) = (4, 4π

729
√

3
) for the Gaussian symplectic

ensemble (GSE).
In Fig. 1, we compute the level statistics for the different

number of fermions and fillings. Our results indeed confirm
the classification analyzed in Sec. III.

B. Spectral form factor

The spectral form factor (SFF) is known to capture the
chaotic behavior of the system [26]. The SFF is defined as

g(t, β ) =
〈 | ∑ j e−(β−it )Ej |2

| ∑ j e−βEj |2
〉

J

, (19)

where β is the inverse temperature, t is the real time, and 〈 · 〉J

denotes the average over the random coupling constants. Also,
its behavior has been reproduced by nonperturbative effects in
two-dimensional (2D) gravity [46–48].

Traditionally, the quantum chaos, which is based on
the random matrix theory via the Bohigas-Giannoni-Schmit
(BGS) conjecture [49], can be captured by the late-time be-
havior of the SFF [26]. Note, on the other hand, that the
out-of-time-correlator (OTOC) measures the quantum chaos
at early time before the scrambling time. The relation between
two definitions of chaos, one from the random matrix theory
and the other from the OTOC, was investigated in Ref. [45].
The SFF of the SYK model exhibits the same feature as that
of the random matrix [26].

In Fig. 2, we numerically evaluate the SFF [Eq. (19)] for
various charge sectors. We see a random matrix behavior,
where the SFF shows an initial decay, followed by a dip, and
then saturates to a plateau. If we evaluated the SFF for the
whole system, the random matrix ensembles of each charge

FIG. 1. Level statistics of a single disorder realization of the
model (1) for various total number of orbitals N and number of
fermions Nf , where we set M = N and denote (N, Nf ) in upper
left corner in each plot. Two solid curves in each plot are from the
exact level-statistics Eq. (18) for GOE and GUE. When (N, Nf ) =
(14, 7), N = 2 (mod 4) and Nf = N/2 hold, so the corresponding
U(1) charge sector further splits into + and − sectors as discussed in
Sec. III. Since the spectra of two sectors are identical, we present the
level statistics of one of the sectors in (d). When (N, Nf ) = (16, 8),
N = 0 (mod 4) and Nf = N/2 hold, so we consider level statistics
for (e) the symmetric (S) sector and (f) the antisymmetric (A) sector,
where S sector and A sector are defined in Sec. III. All cases except
(d) follow the GOE level statistics while (d) follows the GUE level
statistics, in accordance with the classification presented in Sec. III.

sector would be mixed. This leads to an oscillation of the SFF
during the initial decay. But after the dip time, the behavior
of the SFF of the whole sector exhibits the universal behavior
as in the random matrix in spite of the mixture of ensembles,
and it will be interesting to reproduce this universal behavior
even from the two-dimensional JT gravity together with U(1)
gauge field.

V. ANALYTIC APPROACH

Similar to the usual SYK models, our model (1) is also
solvable in the large-N limit, where we take both N, M → ∞
while M

N = r is held fixed. Since the random coupling constant
Ja; jk is real and antisymmetric in exchanging j and k, our
model will have emergent O(N ) symmetry after the disorder
average. Therefore, the Majorana representation would be a
more natural choice for the analytic approach.

In the following, we compute the two-point function using
the scaling solution in Sec. V A. We then consider the gener-
alization to q-body interactions in Sec. V B, and in Sec. V C
we evaluate the Euclidean four-point function and read off the
conformal dimensions of operators which flow in the interme-
diate channel of four-point function. Moreover, in Sec. V D we
evaluate the real-time out-of-time-ordered correlator (OTOC)
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FIG. 2. Spectral form factor (SFF) of the model (1) using 100
disorder disorder realizations at β = 1.0 for various total number of
orbitals N and number of fermions Nf , where we set M = N and
denote (N, Nf ) in upper right corner in each plot. Please refer to the
caption in Fig. 1 for how we define the spectrum in the half-filled
cases (d)–(f). The overall shapes of the SFF in all cases agree with
that in the random matrix theory.

and prove that the Lyapunov exponent λL is 2π
β

, implying that
our model is maximally chaotic.

A. Two-point function

In terms of Majorana fermions, Ŝa =
− i

2

∑N
j,k=1 Ja; jk (χ j,+χk,+ + χ j,−χk,−). Using the expression

in Majorana fermions, we would like to comment on the
symmetries of Eq. (1) relevant for the large-N approach. First
of all, we consider the following antiunitary symmetry T+:
T+(i)T −1

+ = −i and T+(χ j,±)T −1
+ = χ j,∓, which is nothing

but the time-reversal symmetry T [Eq. (2)] up to a unitary
transformation. And from the fermion number conservation,
we have SO(2) ∼= U(1) symmetry: χ j,σ �→ ∑

ρ Oσρχ j,ρ ,
where Oσρ is an SO(2) matrix. Finally, by combining the
time-reversal symmetry T+ and SO(2) symmetry, we get
O(2) symmetry which will play a crucial role in constructing
bilocal collective fields.

For the large-N limit, we introduce a bosonic field φa

for each a ∈ {1, . . . , M}. Using the standard Hubbard-
Stratonovich transformation, the Hamiltonian can be
written as

H = 1
2 (φa)2 − iŜaφa, (20)

where the corresponding Euclidean action is given by

S =
∫

dτ

[
1

2
χ j,σ ∂τχ j,σ + 1

2
(φa)2 − iŜaφa

]
. (21)

We then define bilocal collective fields (τ1, σ1; τ2, σ2) and
�(τ1, τ2) as

(τ1, σ1; τ2, σ2) ≡ 1

N

N∑
j=1

χ j,σ1 (τ1)χ j,σ2 (τ2), (22)

�(τ1, τ2) ≡ 1

M

M∑
j=1

φa(τ1)φa(τ2). (23)

By integrating out the random coupling constants according

to the Gaussian distribution P = ∏
j>k exp[−NM[Ja; jk ]2

2J2 ], the
collective action in terms of the collective fields (22) and (23)
is given by

Scol = N
∫

dτ

[
−1

2
∂τ(τ, σ ; τ ′, σ )|τ ′→τ + r

2
�(τ, τ )

]

+ N

2
Tr log  − rN

2
tr log �

+ J2N

4

∑
σ1,σ2

∫
dτ1dτ2 �(τ1, τ2)[(τ1, σ1; τ2, σ2)]2,

(24)

where Tr and tr denote the trace over (τ, σ ) and τ space,
respectively. The saddle-point equations of the collective ac-
tion lead to the Schwinger-Dyson equation for the two-point
functions

0 = −∂τ1(τ1, σ1; τ2, σ2) + δ(τ12)δσ1σ2

− J2
∑
σ3

∫
dτ3�(τ1, τ3)(τ1, σ1; τ3, σ3)(τ3, σ3; τ2, σ2),

(25)

0 = r�(τ1, τ2) − rδ(τ12)

+ 1

2
J2

∑
σ1,σ3

∫
dτ3 [(τ1, σ1; τ3, σ3)]2�(τ3, τ2). (26)

In strong coupling limit J → ∞, we consider the following
scaling ansatz:

0(τ1, σ1; τ2, σ2) = bσ1σ2 sgn (τ12)

|τ12|2�σ1σ2
,

�0(τ1, τ2) = b�

|τ12|2��
, (27)

where bσ1σ2 and b� are constants and �σ1σ2 and �� are
scaling exponents. Note that the classical solution is the (time-
ordered) two-point function of the fundamental fermion:

0(τ1, σ1; τ2, σ2) = 〈T [χ j,σ1 (τ1)χ j,σ2 (τ2)]〉. (28)

While 0(τ1,±; τ2,±) are antisymmetric function in
τ12, 0(τ1,±; τ2,∓) are not antisymmetric for generic
Hamiltonian. However, our model has O(2) symmetry where
the only O(2) invariant two-point function is given by

1

2
[0(τ1,+; τ2,+) + 0(τ1,−; τ2,−)] = bsgn (τ12)

|τ12|2�

(29)

045117-5



BYUNGMIN KANG AND JUNGGI YOON PHYSICAL REVIEW B 105, 045117 (2022)

and the time-reversal symmetry implies that

0(τ1,+; τ2,+) = 0(τ1,−; τ2,−) = bsgn (τ12)

|τ12|2�
. (30)

The reparametrization invariance of the action (with the
kinetic term ignored) gives the relation between conformal
dimensions:

�� + 2� = 1. (31)

Using the scaling ansatz (27), the Schwinger-Dyson equation
reduces to

δσ1σ2 = J2
∑
σ3

bσ1σ3 bσ3σ2 b�cA(�� + � )cA(� )

× |w|4�+2��−2,

r = J2

2

∑
σ1,σ3

[bσ1σ3 ]2b�cS (2� )cS (��)

× |w|4�+2��−2, (32)

where cA(�) and cS (�) are defined by

cA(�) = 2i cos(π�)�(1 − 2�),

cS (�) = 2 sin(π�)�(1 − 2�) (33)

with � being the gamma function and we used the following
identities:∫ ∞

−∞
dτ eiwτ sgn (τ )

|τ |2�
=cA(�)sgn (w)|w|2�−1,

∫ ∞

−∞
dτ eiwτ 1

|τ |2�
=cS (�)|w|2�−1. (34)

Further simplification is possible if we employ the identities

cA(�)cA(1 − �) = − 2π cos π�

(1 − 2�) sin π�
,

cS (�)cS (1 − �) = − 2π sin π�

(1 − 2�) cos π�
, (35)

which reduces Eq. (32) into

− J2b2
b�

2π cos π�

(1 − 2� ) sin π�

= 1,

− J2b2
b�

2π sin π��

(1 − 2��) cos π��

= r. (36)

Using the above equations and Eq. (31), we get

(1 − 4� )

(1 − 2� ) tan π� tan 2π�

= 1

r
. (37)

For a given r, the conformal dimension � can be determined
and, accordingly, the coefficient b2

b� is also fixed. In the
range � ∈ [0, 1

2 ] where both � and �φ are non-negative,
there are two solutions of Eq. (37). If we consider the limiting
case r → 0, which we explore more in Appendix C, one of
them approaches 0 while the other goes to 1

2 . Hence, among
two solutions of Eq. (37), we take the smaller one for � .

B. Generalizations to higher-order interaction

One can generalize the Hamiltonian (21) with higher-order
interaction. Defining

Ŝa ≡ −i
q
2

N∑
j1>···> jq

Ja; j1... jq (χ j1,+ . . . χ jq,+ + χ j1,− . . . χ jq,−),

(38)

the action can be written as

S =
∫

dτ

[
1

2
χ j,σ ∂τχ j,σ + 1

2
(φa)2 − iφaŜa

]
, (39)

where the random coupling constant Ja; j1... jq is drawn from the
Gaussian distribution

P =
∏

j1>···> jq

exp

[
−Nq−1M[Ja; j1... jq ]2

2(q − 1)!J2

]
. (40)

After the disorder average, the collective action [19] is found
to be

Scol = N
∫

dτ

[
−1

2
∂τ(τ, σ ; τ ′, σ )|τ ′→τ + r

2
�(τ, τ )

]

+ N

2
Tr log  − rN

2
tr log �

+ J2N

2q

∫
dτ1dτ2 �(τ1, τ2)([(τ1,+; τ2,+)]q

+ [(τ1,−; τ2,−)]q + [(τ1,+; τ2,−)]q

+ [(τ1,−; τ2,+)]q). (41)

In the same way as in q = 2 case, the scaling ansatz (27) for
the classical solution of the bilocals gives the equations for the
conformal dimensions �,�� and the coefficients b, b�:

�� + q� = 1, (42)

−J2bq
b�

2π cos π�

(1 − 2� ) sin π�

= 1, (43)

−J2bq
b�

2π sin π��

(1 − 2��) cos π��

= qr

2
, (44)

and we have an equation determining the conformal
dimension � :

1 − 2q�

(1 − 2� ) tan π� tan qπ�

= 2

qr
. (45)

Demanding that the conformal dimensions are positive, we
obtain the range of the � :

0 < � <
1

q
. (46)

In this range of � , there exist two solutions of Eq. (45).
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C. Four-point function

We will study Euclidean four-point functions Fηη, Fφ,η, and Fφφ defined by

Fηη(τ1, σ1; τ2, σ2; τ3, σ3; τ4, σ4) ≡ 1

N2
〈χ j,σ1 (τ1)χ j,σ2 (τ2)χk,σ3 (τ3)χk,σ4 (τ4)〉, (47)

Fφη(τ1, τ2, τ3, τ4) ≡ 1

NM
〈φa(τ1)φa(τ2)χk,σ3 (τ3)χk,σ4 (τ4)〉, (48)

Fφφ (τ1, τ2, τ3, τ4) ≡ 1

M2
〈φa(τ1)φa(τ2)φb(τ3)φb(τ4)〉. (49)

For this, we expand the bilocal fields  and � around the classical solution in large N, M:

(τ1, σ1; τ2, σ2) = 0(τ1, σ1; τ2, σ2) + 1√
N

ησ1σ2 (τ1, τ2), (50)

�(τ1, τ2) = �0(τ1, τ2) + 1√
M

φ(τ1, τ2). (51)

Accordingly, from the large-N expansion of the collective action in Eq. (41)

Scol = NS(0)
col + S(2)

col + 1√
N

S(3)
col + · · · (52)

we can read the quadratic action

S(2)
col = −1

4
Tr

(
−1

0 � η � −1
0 � η

) + 1

4
tr
(
�−1

0 � φ � �−1
0 � φ

)
+ (q − 1)J2

4

∑
X1,X2

�0(τ1, τ2)[0(X1, X2)]q−2η(X1, X2)η(X1, X2) + J2

2
√

r

∫
dτ1dτ2 [0(X1, X2)]q−1φ(τ1, τ2)η(X1, X2),

(53)

where X denotes a collective coordinate of (τ, σ ) and the summation over X denotes the integration over τ together with
summation over σ . For the Schwinger-Dyson equation for the four-point functions, we will use the following path-integral
identity:

0 =
∫

DηDφ
δ

δη(X6, X5)

[
η(X3, X4)e−S(2)

col

]

= 1

2
[δ(X36)δ(X45) − δ(X35)δ(X46)] + 1

2

∑
X1,X2

−1
0 (X5, X1)−1

0 (X2, X6)Fηη(X1, X2, X3, X4) (54)

+ (q − 1)J2

2
�0(τ5, τ6)[0(X5, X6)]q−2Fηη(τ5, τ6, τ3, τ4) + J2

2
√

r
[0(X5, X6)]q−1Fφη(τ5, τ6, X3, X4). (55)

By multiplying
∑

X5,X6
(X1, X5)(X6, X2), we have the Schwinger-Dyson equation for the four-point function:

Fηη(X1, X2, X3, X4) − J2

√
r

∑
X5,X6

0(X1, X5)0(X2, X6)[0(X5, X6)]q−1Fφη(τ5, τ6, X3, X4)

− (q − 1)J2
∑
X5,X6

0(X1, X5)0(X2, X6)�0(τ5, τ6)[0(X5, X6)]q−2Fηη(X5, X6, X3, X4)

= 0(X1, X3)0(X4, X2) − 0(X1, X4)0(X3, X2). (56)

In the same way, one can generate other Schwinger-Dyson equations:

Fηφ (X1, X2, τ3, τ4) − J2

√
r

∑
X5,X6

0(X1, X5)0(X2, X6)[0(X5, X6)]q−1Fφφ (τ5, τ6, τ3, τ4)

− (q − 1)J2
∑
X5,X6

0(X1, X5)0(X2, X6)�0(τ5, τ6)[0(X5, X6)]q−2Fηφ (X5, X6, τ3, τ4) = 0, (57)

Fφη(τ1, τ2, X3, X4) = − J2

√
r

∑
X5,X6

�0(τ1, τ5)�0(τ2, τ6)[0(X5, X6)]q−1Fηη(X5, X6, X3, X4), (58)
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Fφφ (τ1, τ2, τ3, τ4) = �0(τ1, τ4)�0(τ2, τ3) + �0(τ1, τ3)�0(τ2, τ4)

− J2

√
r

∑
X5,X6

�0(τ1, τ5)�0(τ2, τ6)[0(X5, X6)]q−1Fηφ (X5, X6, τ3, τ4). (59)

Those four Schwinger-Dyson equations can also be written in the following compact form:(
Fηη Fηφ

Fφη Fφφ

)
=

(
F0,ηη 0

0 F0,φφ

)
+

(
Kηη Kηφ

Kφη 0

)
�

(
Fηη Fηφ

Fφη Fφφ

)
. (60)

This can be a matrix geometric series where the common ratio K ′s and the initial term F ′
0s are defined by

Kηη(X1, X2, X5, X6) = (q − 1)J20(X1, X5)0(X2, X6)�0(τ5, τ6)[0(X5, X6)]q−2, (61)

Kηφ (X1, X2, X5, X6) = J2

√
r
0(X1, X5)0(X2, X6)[0(X5, X6)]q−1, (62)

Kφη(X1, X2, X5, X6) = − J2

√
r
�0(τ1, τ5)�0(τ2, τ6)[0(X5, X6)]q−1, (63)

Kφφ (X1, X2, X5, X6) = 0, (64)

and

F0,ηη(X1, X2, X3, X4) =0(X1, X3)0(X4, X2) − 0(X1, X4)0(X3, X2), (65)

F0,φφ (τ1, τ2, τ3, τ4) =�0(τ1, τ4)�0(τ2, τ3) + �0(τ1, τ3)�0(τ2, τ4). (66)

Using the classical solution of the bilocals, the kernels K ′s can be written as follows:

Kηη(X1, X2, X3, X4) = (q − 1)J2bq
b�

sgn (τ13)sgn (τ24)

|τ13τ24τ
q−2
34 |2� |τ34|2��

for (σ1, σ2, σ3, σ4) = (±,±,±,±), (67)

Kηφ (X1, X2, X3, X4) = J2

√
r

bq+1


sgn (τ13)sgn (τ24)sgn (τ34)

|τ13τ24τ
q−1
34 |2�

for (σ1, σ2) = (±,±), (68)

Kφη(X1, X2, X3, X4) = − J2

√
r

bq−1
 b2

�

sgn (τ34)

|τ q−1
34 |2� |τ13τ24|2��

for (σ3, σ4) = (±,±), (69)

Kφφ (X1, X2, X3, X4) = 0. (70)

Now, we diagonalize the kernels K ′s by the conformal partial wave function to evaluate the four-point function. For this, we
consider operators Oh of conformal dimension h which appear in the decomposition of bilocal operators. Then, we define
ϒ

η,φ

h (τ1, τ2) by the overlap between the bilocal operator and the operator Oh:

ϒ
η

h (τ1, τ2) ∼ 〈(τ1,+; τ2,+)Oh〉 + 〈(τ1,−; τ2,−)Oh〉 , ϒ
φ

h (τ1, τ2) ∼ 〈�(τ1, τ2)Oh〉. (71)

Using the universal form of the three-point function, they can be written as follows with suitable normalization:

ϒ
η

h (τ1, τ2) = sgn (τ12)

|τ12|2�−h
, ϒ

φ

h (τ1, τ2) = 1

|τ12|2��−h
. (72)

Note that ϒ
η

h and ϒ
φ

h diagonalize the conformal Casimir operator by construction, and they also simultaneously diagonalize the
kernels K ′s because the kernel and conformal Casimir operator commute:(

Kηη � ϒ
η

h

)
(X1, X2) = kηηϒ

η

h (X1, X2), (73)(
Kφη � ϒ

η

h

)
(X1, X2) = kφηϒ

φ

h (X1, X2), (74)(
Kηφ � ϒ

φ

h

)
(X1, X2) = kηφϒ

η

h (X1, X2). (75)

To evaluate the eigenvalues kηη, kφη, and kηφ , we use the following integral identities:

(q − 1)J2bq
b�

∫ ∞

−∞
dτ3dτ4

sgn (τ13)sgn (τ24)sgn (τ34)

|τ13|2� |τ24|2� |τ34|2−2�−h

= (q − 1)J2bq
b�

π2�(2� − h) sin π (2�−h)
2

sin2 π� sin π (2�+h)
2 �(2 − 2� − h)[�(2� )]2

sgn (τ12)

|τ12|2�−h
, (76)
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− 2
J2

√
r

bq−1
 b2

�

∫ ∞

−∞
dτ3dτ4

1

|τ13|2�� |τ24|2�� |τ34|2−2��−h

= 2
J2

√
r

bq−1
 b2

�

π2�(2�� − h) cos π (2��−h)
2

cos2 π�� cos π (2��+h)
2 �(2 − 2�� − h)[�(2��)]2

sgn (τ12)

|τ12|2��−h
, (77)

J2

√
r

bq+1


∫
dτ3dτ4

sgn (τ13)sgn (τ24)sgn (τ34)

|τ13|2� |τ24|2� |τ34|2−2�−h

= J2

√
r

bq+1


π2�(2� − h) sin π (2�−h)
2

sin2 π� sin π (2�+h)
2 �(2 − 2� − h)[�(2� )]2

sgn (τ12)

|τ12|2�−h
. (78)

Then, we obtain

kηη = (q − 1)J2bq
b�

π2�(2� − h) sin π (2�−h)
2

sin2 π� sin π (2�+h)
2 �(2 − 2� − h)[�(2� )]2

, (79)

kφη = 2
J2

√
r

bq−1
 b2

�

π2�(2�� − h) cos π (2��−h)
2

cos2 π�� cos π (2��+h)
2 �(2 − 2�� − h)[�(2��)]2

, (80)

kηφ = J2

√
r

bq+1


π2�(2� − h) sin π (2�−h)
2

sin2 π� sin π (2�+h)
2 �(2 − 2� − h)[�(2� )]2

. (81)

In the bases ϒ
η

h and ϒ
φ

h , the common ratio of the geometric series for the four-point function can be represented by(
kηη kηφ

kφη 0

)
(82)

and the conformal dimensions of the operators which appear in the OPE limit of the four-point function can be found by the
following equation:

det

[(
kηη kηφ

kφη 0

)
−

(
1 0
0 1

)]
= 0. (83)

For q = 2 and r = 1, the dimensions of the operators in the intermediate channel of four-point functions are

h = 1, 2, 3.057 88 . . . , 3.854 83 . . . , 5.084 16 . . . , . . . . (84)

Note the h = 1, 2 mode will lead to divergence in the strict conformal limit.

D. Out-of-time-ordered correlator

In the remaining section, we will evaluate the Lyapunov exponent of the out-of-time-ordered correlator (OTOC)

Fηη(t1, t2) ≡ 1

N2

N∑
i, j=1

∑
σ,ρ=±

tr

[
e− βH

4 χ j,σ (t1)e− βH
4 χk,ρ (0)e− βH

4 χ j,σ (t2)e− βH
4 χk,ρ (0)e− βH

4

]
, (85)

Fφη(t1, t2) ≡ 1

MN

N∑
i=1

∑
σ=±

M∑
a=1

tr

[
e− βH

4 φa(t1)e− βH
4 χ j,σ (0)e− βH

4 φa(t2)e− βH
4 χ j,σ (0)e− βH

4

]
, (86)

Fφφ (t1, t2) ≡ 1

M2

M∑
a,b=1

tr

[
e− βH

4 φa(t1)e− βH
4 φb(0)e− βH

4 φa(t2)e− βH
4 φb(0)e− βH

4

]
, (87)

by using the retarded kernel in the real-time formulation [20]. For this, we calculate the retarded two-point function and
Wightman function by a proper Wick rotation

R(X1, X2) =2 cos(π� )bσ1σ2

(
π

β sinh πt12
β

)2�

θ (t12), (88)

�R(t1, t2) = − 2i sin(π��)b�

(
π

β sinh πt12
β

)2��

θ (t12), (89)

lr (X1, X2) =bσ1σ2

(
π

β cosh πt12
β

)2�

, (90)
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�lr (X1, X2) =b�

(
π

β cosh πt12
β

)2��

. (91)

Using them, we can obtain the retarded kernels [20]

KR
ηη(X1, X2, X3, X4) = −(q − 1)J2bq

b�4 cos2(π� )

×
(

π

β sinh πt13
β

)2�
(

π

β sinh πt24
β

)2�
(

π

β cosh πt34
β

)2��
(

π

β cosh πt34
β

)2� (q−2)

θ (t13)θ (t24)

for (±,±,±,±), (92)

KR
ηφ (X1, X2, X3, X4) = − J2

√
r

bq+1
 4 cos2(π� )

(
π

β sinh πt13
β

)2�
(

π

β sinh πt24
β

)2�
(

π

β cosh πt34
β

)2� (q−1)

θ (t13)θ (t24), (93)

KR
φη(X1, X2, X3, X4) = − J2

√
r

bq−1
 b2

�4 sin2(π��)

(
π

β sinh πt13
β

)2��
(

π

β sinh πt24
β

)2��
(

π

β cosh πt34
β

)2� (q−1)

θ (t13)θ (t24)

× for (±,±), (94)

KR
φφ (X1, X2, X3, X4) = 0. (95)

And the Schwinger-Dyson equation for the OTOC is given by(
Fηη Fηφ

Fφη Fφφ

)
=

(
KR

ηη KR
ηφ

KR
φη 0

)
�

(
Fηη Fηφ

Fφη Fφφ

)
. (96)

We take the following ansatz for the OTOCs:(
Fηη Fηφ

Fφη Fφφ

)
∼ ϒh(t1, t2) ≡ e− πh

β
(t1+t2 )[

cosh πt12
β

]2�ψ−h
, (97)

where the function ϒh(t1, t2) diagonalizes the retarded kernels(
KR

ηη � ϒh
)
(t1, t2) = kR

ηηϒh(t1, t2), (98)(
KR

φη � ϒh
)
(t1, t2) = kR

φηϒh(t1, t2), (99)(
KR

ηφ � ϒh
)
(t1, t2) = kR

ηφϒh(t1, t2). (100)

Using the conformal dimension � from Eq. (45), we can obtain the eigenvalue kR′
s:

kR
ηη = − (q − 1)J2bq

b�4 cos2(π� )
[�(1 − 2� )]2�(2� − h)

�(2 − h − 2� )
, (101)

kR
φη = − 2

J2

√
r

bq−1
 b2

�4 sin2(π��)

(
π

β

)2��−2� [�(1 − 2��)]2�(2�� − h)

�(2 − h − 2��)
, (102)

kR
ηφ = − J2

√
r

bq+1
 4 cos2(π� )

(
π

β

)−2��+2� [�(1 − 2� )]2�(2� − h)

�(2 − h − 2� )
, (103)

kR
φφ = 0. (104)

For a solution of the Schwinger-Dyson equation for the OTOC with retarded kernel, the common ratio of the matrix geometric
series should have the eigenvalue 1 [20], and we can confirm that

det

[(
kR
ηη kR

ηSφ

kR
φηS 0

)
−

(
1 0
0 1

)]
= 0 for h = −1. (105)

This implies that the OTOC ϒh(t1, t2) grows exponentially in time,

ϒh=−1(t1, t2) ∼ e
2π
β

t where t ≡ 1

2
(t1 + t2), (106)

and one can read off the Lyapunov exponent λL = 2π
β

. This proves that our model saturates the chaos bound.
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FIG. 3. Computation of tr[G(τ )]av/N from 1000 disorder real-
izations with various (N, M ) at β = 16.0 using the Trotter time step
�τ = 0.5. (Inset) The same plot with range τ ∈ [4.0, 12.0]. We see
that the value tr[G(0)]av/N decreases as r = M/N increases. The
statistical error from the Monte Carlo simulations is smaller than the
size of the dot.

VI. QUANTUM MONTE CARLO SIMULATIONS

In this section, we present numerical results from quantum
Monte Carlo simulations of our model (1). In particular, we
show that our model shows a non-Fermi-liquid (NFL) behav-
ior, confirming the analytic result discussed in Sec. V. To
this end, we employ the determinant quantum Monte Carlo
(DQMC) method [3–8], which is a standard method in simu-
lating interacting fermionic systems. We emphasize that the
DQMC method provides a complementary approach to the
exact diagonalization (ED) and the analytic large-N approach.
This is due to the fact that the DQMC method can access
larger system sizes than what ED can access and at the same
time contains all the nonperturbative effects in 1/N which
could be overlooked in the analytic approach. Moreover,
DQMC simulations can compute physical observables which
cannot be computed from the large-N approach. Below, we
compute the charge susceptibility by introducing the chemical
potential term to the Hamiltonian.

In our DQMC simulations, we always take the quenched
average, i.e., first compute the physical observables in each
disorder realization and then take disorder average. This is in
contrast to the analytic approach where the annealed average
is used by assuming the replica diagonal solution. It is known
that taking a sufficient number of disorder averages is impor-
tant in the random disordered systems [50,51]. Here, we find
1000 disorder averages are sufficient for our purpose, so we
take 1000 disorder averages in all of our simulations. For more
details on the DQMC simulations including the error analysis
and computational cost required in the DQMC simulations,
please refer to Appendixes A and B. We set J = 1 in the
remaining section.

Our main observable of interest is the disorder-averaged
temporal Green’s function, which can easily be measured
in the DQMC simulations. We first compare the disorder-
averaged Green’s function for various r = M/N in Fig. 3.
From the figure, we notice that the Green’s function decreases
as the ratio r increases. This is consistent with the observation
made in the previous section that the conformal dimension �

FIG. 4. Disorder-averaged average charge [〈Q〉]av − 1
2 as a func-

tion of the chemical potential μ at β = 16.0 using the Trotter time
step �τ = 0.5. The statistical error from the Monte Carlo simu-
lations error is smaller than the size of the dot. Since the charge
changes as a function of μ, it implies that the charge compressibility
is nonzero and our system is gapless.

increases as r increases since the scaling regime (τ ≈ β/2) is
dictated by the conformal dimension.

In Fig. 4, we compute the disorder-averaged average

charge [〈Q〉]av − 1
2 = 1

N (
∑N

i=1 [〈c†
i ci〉]av) − 1

2 as a function
of the chemical potential μ, where av denotes the disorder
average and we add the chemical potential term −μ

∑N
i=1 c†

i ci

to our Hamiltonian (1). Note that the average charge can
be directly accessed from the Green’s function via 〈Q〉 =
tr[G(0+)]/N . As can be seen from the figure, our model
has nonzero charge compressibility K = ∂〈Q〉

∂μ
, confirming

the non-Fermi-liquid behavior predicted from the analytical
approach.

In Fig. 5, we compute how the average charge [〈Q〉]av − 1
2

evolves as a function of N at fixed chemical potential and
β. This shows how the average charge, a component of a
temporal Green’s function, changes as a function of N in our
model.

FIG. 5. Disorder-averaged average charge [〈Q〉]av − 1
2 as a func-

tion of the number of fermions N , where we set M = N , at the
chemical potential μ = −0.0001 and β = 16.0 using the Trotter time
step �τ = 0.5 and 100 disorder realizations. This highlights how the
temporal Green’s function evolves as a function of N in our model.
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VII. CONCLUSIONS

In this work, we present a variant of the complex SYK
model which is free from the signproblem. While keeping
all the analytic solvability in the usual SYK model, the
sign-problem-free nature allows one to understand a fully in-
teracting system in an unbiased way. Using extensive DQMC
simulations, we indeed confirm an exotic non-Fermi-liquid
behavior of the model as predicted from the analytical ap-
proach.

Before we conclude, we would like to mention interesting
future directions. It is known that the SYK model has nonzero
entanglement entropy [34,52–54] at T = 0 if we take N → ∞
first and then take the zero-temperature limit. We can confirm
the same feature in our model using both the large-N limit
and the DQMC simulations. This would reveal additional
physical properties of our model. Also, we can study the phase
transition in the eternal traversable wormhole suggested in
Ref. [55] directly via the quantum Monte Carlo by preparing
two independent systems and couple them using random hop-
ping terms. Moreover, our model could be used in studying
exotic quantum phase transitions between the NFL phase and
other phases such as superconducting phase and paramagnetic
phases [30,33,36]. Again, quantum Monte Carlo simulations
would provide unbiased confirmations on the results from
analytical approach and can go beyond the regime where the
analytics apply.

Apart from the SYK models, it would be interesting to
consider other classes of strongly interacting models using
our approaches. In particular, fermionic tensor models with-
out random coupling constant have been spotlighted recently
because of the dominance of the melonic diagrams similar
to the SYK model, and therefore those models are solvable
at strong coupling limit [27,56–60]. Due to the similarity of
the four-point function, those tensor models are most likely
maximally chaotic as in the SYK model. However, since the
collective action for the tensor models in the large-N limit is
not known4 unlike the SYK model, rigorous derivation for the
saturation of chaos bound and investigation of phase transi-
tions is not fully achieved.5 Since much less is known about
tensor models, it would be highly desirable to use quantum
Monte Carlo as an additional tool to study the tensor models.
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APPENDIX A: DETERMINANT QUANTUM
MONTE CARLO

1. Majorana representation

It is known that the Majorana representation often solves
the sign problem of interacting fermionic systems. In partic-
ular, the symmetry principle [13] and the Majorana reflection
positivity [12] provide sufficient conditions for the absence
of the sign problem in interacting fermion systems. In the
following, we review the basics of the Majorana determinant
quantum Monte Carlo.

Suppose that the partition function of an interacting
fermionic system can be represented as follows:

Z ≈
∑

x

Tr

[ ∏
j

eĥ j (x)

]
, (A1)

where ≈ denotes a possible error introduced in the Hubbard-
Stratonovich transformation which vanishes as we take the
Trotter steps to infinity, x is an auxiliary variable also in-
troduced in the Hubbard-Stratonovich transformation, and
ĥ j (x) is an operator quadratic in the Majorana fermions.
Let us denote the quadratic operator ĥ j (x) as ĥ j (x) =
χT [h j (x)]χ , where χT = (χ1, . . . , χ2N ) is a collection of
Majorana fermions with N being the number of complex
fermions and [h j (x)] is an 2N × 2N matrix.

According to the symmetry principle [13], the absence of
the sign problem of Eq. (A1) is guaranteed if we have two
anticommuting time-reversal symmetries T1 and T2 of ĥ j (x)
where at least one of them squares to −1. According to the
Majorana reflection positivity condition [12], the absence of
the sign problem of Eq. (A1) is guaranteed if h j (x) can be
written as

h j (x) =
(

Aj (x) iB j (x)
−iB j (x)T [Aj (x)]∗

)
, (A2)

where Aj (x) and Bj (x) are N × N matrices with Aj (x)
being a complex antisymmetric matrix and Bj (x) being ei-
ther positive-semidefinite or negative-semidefinite Hermition
matrix.

2. Trotter decomposition and observables

In this section, we show that our model (1) is free from
the negative-sign problem. To demonstrate that our model can
be simulated using the standard determinant quantum Monte
Carlo (DQMC) [3–8], we consider the following partition
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function:

Z = Tr[e−βH ] = Tr

[
NT∏
τ=1

e−�τH

]

= Tr

[
NT∏
τ=1

e− �
2 τ

∑M
a=1 Ŝ2

a

]
≈ Tr

[
NT∏
τ=1

M∏
a=1

e− �τ
2 Ŝ2

a

]

≈ Tr

[
NT∏
τ=1

M∏
a=1

(
1

2

∑
xa,τ =±1

ei
√

�τxa,τ Ŝa

)]

= 1

2NT M

∑
{xa,τ =±1}

Tr

[
NT∏
τ=1

M∏
a=1

e
∑

i, j [ha,τ ](i, j)c
†
i c j

]

= 1

2NT M

∑
{xa,τ =±1}

det

[
1N +

∏
τ,a

e[ha,τ ]

]
, (A3)

where NT is the number of Trotter steps, �τ = β/NT , [ha,τ ]
is an antisymmetric N × N matrix with its (i, j)th entry being√

�τxa,τ Ja;i j .
The main physical observable of interest is the temporal

Green’s function G(τ1, τ2) ≡ 〈Tτ cα (τ1)c†
β (τ2)〉 = G(τ1 − τ2)

with the convention

〈Tτ cα (τ1)c†
β (τ2)〉 =

{〈cα (τ1)c†
β (τ2), τ1 � τ2

−〈c†
β (τ2)cα (τ1), τ2 > τ1.

(A4)

The temporal Green’s functions are evaluated using the
standard methods in the DQMC [4,5].

We now present rough estimations on the computational
cost with N and M in the DQMC simulations. For concrete-
ness, we consider the computational cost associated with the
equal-time Green’s function [4,5]. Given the configuration of
auxiliary variables {xa,τ }, we first compute G(0) = G(0, 0)
which is an inverse of an N × N matrix constructed from the
product of NT M N × N matrices. This involves the memory
for O(N2) real numbers, O(NT M ) multiplications of N × N
matrices, and 1 matrix inverse of an N × N matrix. To get
a better statistics on G(0), we compute G(τ, τ ) at τ �= 0 as
well. Using the N × N matrix used in computing G(0, 0),
one can compute G(�τ,�τ ) with 2M matrix multiplica-
tions and 1 inverse. By repeatedly incrementing τ , G(0) =

1
NT

∑NT −1
k=0 G(k�τ, k�τ ) can be obtained from O(3NT M ) ma-

trix multiplications and O(NT ) matrix inversion while using
only the memory for O(N2) real numbers. The same N × N
matrix used in computing the equal-time Green’s function is
also used in computing the probability ratio of the Metropo-
lis update with a small computational overhead. This has to
be contrasted with the computational cost of computing the
temporal Green’s functions in the exact diagonalization. The
Green’s function can be computed using the Lanczos method
by utilizing the Krylov subspace, but this requires the memory
of O(2N ) real numbers in order to keep track of the state vector
in the Hilbert space.

3. Proof of absence of negative sign problem

In the following, we use two different methods (the first
one is based on the symmetry principle [13] and the second
one is based on the Majorana reflection positivity [12]) to

show that Eq. (A3) is free from the negative-sign problem.
We then consider deformations preserving the Majorana re-
flection positivity, where the deformations often break several
symmetries so that the remaining symmetries are not strong
enough to fulfill the symmetry principle.

Our goal is to show that the determinant appearing in the
last equation of Eq. (A3) is non-negative for every assignment
of {xa,τ }. To this end, we recall the Majorana representation

c j = 1√
2
(χ j,+ + iχ j,−),

c†
j = 1√

2
(χ j,+ − iχ j,−),

(A5)

where χ j,+ and χ j,− are Majorana fermions which square to
1
2 . Using the Majorana representation, we get

N∑
j,k=1

[ha,τ ]( j,k)c
†
j ck = 1

2

N∑
j,k=1

[ha,τ ]( j,k)(χ j,+χk,+ + χ j,−χk,−),

(A6)
where we used the fact that [ha,τ ] is an antisymmetric matrix.
It is immediate to show that Eq. (A6) respects three mutu-
ally anticommuting antiunitaries,6 where the first two T± are
given by

T±(i)(T±)−1 = −i,
T±(χ j,+)(T±)−1 = ±χ j,−,

T±(χ j,−)(T±)−1 = χ j,+
(A7)

and the last one T ′
+ is given by

T ′
+(i)(T ′

+)−1 = −i,
T ′

+(χ j,+)(T ′
+)−1 = χ j,+,

T ′
+(χ j,−)(T ′

+)−1 = −χ j,−.

(A8)

Note that T+ and T ′
+ (T−) square(s) to 1 (−1) at the single-

particle level.
Using the symmetry principle [13], the presence of

three mutually anticommuting antiunitaries completes the
proof that Eq. (A6) is sign-problem free. Majorana re-
flection positivity [12] of Eq. (A6) is immediate since

it can be written as χT
(

1
2 [ha,τ ] 0

0 1
2 [ha,τ ]

)
χ , where χT =

(χ1,+, . . . , χN+ , χ1,−, . . . , χN,−) and [ha,τ ] is an antisymmet-
ric real matrix.

In the remaining section, we consider two deforma-
tions which preserve the Majorana reflection positivity.
The first deformation is adding a chemical potential
term −μ

∑N
j=1 c†

j c j = −μ
∑N

j=1(iχ j,+χ j,− + 1
2 ) = −μN

2 +
χT

( 0 −i μ

2 1
i μ

2 1 0

)
χ . The first deformation breaks T− so that the

remaining symmetries T+ and T ′
+ are not strong enough to ap-

ply the symmetry principle. But the deformation still respects
the Majorana reflection positivity since −μ

2 1 is either positive-
or negative-definite Hermitian matrix depending on the sign of
μ. Note that this deformation preserves the U(1) symmetry.

The second deformation is a (random) mass deforma-
tion

∑N
j,k=1 iKj,k (χ j,+χk,+ − χ j,−χk,−) = χT

(i[K] 0
0 −i[K]

)
χ ,

where [K] is an antisymmetric (random) real matrix. This de-
formation breaks T ′

+ but preserves T±, hence, the Hamiltonian

6Here, we denote that operators anticommute if they anticommute
at the single-particle level.
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FIG. 6. Computation of tr[G(0)]/N for a single disorder realiza-
tion with (N, M ) = (8, 8) and μ = 1.0 at β = 1.0 using the exact
partition function (denoted as “Exact”) and the approximate partition
function (denoted as “Trotter”) in Eq. (A3). Upon decreasing �τ , the
result from the approximate partition function converges to the exact
result.

after the deformation belongs to the “Majorana class” [13] and
is sign-problem free. The Majorana reflection positivity also
follows immediately and note that this deformation breaks the
U(1) symmetry.

APPENDIX B: DETAILS ON DQMC SIMULATIONS

1. Trotter error

In our DQMC simulations, it is crucial to take enough
Trotter steps NT in order to ensure that the error from the
Trotter discretization is vanishingly small. To demonstrate
how the approximated partition function in Eq. (A3) con-
verges to the exact partition function, we compute the Green’s
functions using the approximate partition function as a func-
tion of the Trotter time step �τ = β/NT and compare that
with the Green’s function using the exact partition function.
In Fig. 6, we compute the trace of the Green’s function
tr[G(0)]/N for a single disorder realization of a small system
(N, M ) = (8, 8) and μ = 1.0 at β = 1.0, where we include
the chemical potential term −μ

∑N
i=1 c†

i ci appropriately. Since
the number of particles is rather small, the Green’s functions
are evaluated exactly using finite-size numerics. As expected,
the Green’s function from the approximated partition function
indeed converges to the exact one as �τ → 0+. Furthermore,
we confirm that our DQMC simulations correctly reproduce
the results from the (Trotter approximated) partition function
(A3), which is demonstrated in Fig. 7.

2. Choice of Trotter time step

While taking smaller Trotter time step �τ decreases the
Trotter error, the computation time increases accordingly. It
is therefore important to take an optimal �τ in the DQMC
simulations. In Fig. 8, we compute tr[G(τ )]/N for various
values of �τ for a single disorder realization with (N, M ) =
(32, 32), μ = 0.0, and β = 16.0. From the figure, we see that
the results with �τ � 0.5 lie almost on top of each other,
where the difference becomes only noticeable near τ = β/2.
Guided by the figure, we take �τ = 0.5 as our optimal �τ ,

FIG. 7. Temporal Green’s function computed from the Trotter
approximated partition function (A3) for a single disorder real-
ization with (N, M ) = (4, 4) and μ = −0.01 at β = 16.0, where
we set �τ = 1.0. Exact evaluation (denoted as “Trotter”) and the
computation using the DQMC simulation (denoted as “Quantum
Monte Carlo”) give identical results. In the DQMC simulation, we
took 105 number of measurements and the Monte Carlo error is
smaller than the size of the dot.

which is the value we used in all of our simulations presented
in the main text.

3. Disorder average and Monte Carlo error analysis

In our DQMC simulations, we take the quenched av-
erage on physical observables, i.e., compute the physical
observables for each disorder realization and then take the
disorder average. To be specific, we consider the following
the disorder-averaged physical observable:

[〈O〉]dis = 1

Ndis

Ndis∑
i=1

〈O〉i = 1

NdisNm

Ndis∑
i=1

Nm∑
j=1

Oi j, (B1)

FIG. 8. The DQMC computation of the temporal Green’s func-
tion as a function of the Trotter time step �τ for a single disorder
realization with (N, M ) = (32, 32), β = 16.0, and μ = 0.0. We
present the data near τ = β/2 at which the differences between
various �τ become maximal. The statistical error from the Monte
Carlo measurements is smaller than the size of the dot.
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FIG. 9. Disorder average of the Green’s function tr[G(0)]/N as a
function of the number of disorder averages for (N, M ) = (32, 32),
μ = 0.0002, and β = 16.0, and we set the Trotter time step �τ =
1.0. For each disorder realization, we took Nm = 104 number of
Monte Carlo measurements. The statistical error is estimated using
the bootstrap error analysis described in Appendix B 3.

where Oi j is the jth measurement outcome of ith disor-
der realization and 〈O〉i is the Monte Carlo estimation for
physical observable O of the ith disorder realization. Note
that the disorder average and the Monte Carlo measurement
commute with each other for the observables of the form
given by Eq. (B1), which includes the disorder-averaged
temporal Green’s function, our main observable of interest.
This suggests that we can compute the statistical error using
〈O〉i=1,...,Ndis only. To be specific, we think of each 〈O〉i as
“binning” of Nm samples {Oi j} j=1,...,Nm , and use the resulting
uncorrelated 〈O〉i to estimate the statistical error using the
standard bootstrap analysis.

In Fig. 9, we present how the disorder-averaged Green’s
function and its error change as a function of the number of
disorder averages. Guided by the figure, we take Nm = 104

Monte Carlo measurements for each disorder realization and
take Ndis = 103 disorder averages in all of the results pre-
sented in the main text.

APPENDIX C: M = 1 CASE

In this Appendix, we analyze M = 1 case of our model
(1). Microscopically, M = 1 case is different from other cases
since the Hamiltonian of each disorder realization is given by
a noninteracting Hamiltonian squared. When it comes to the
large-N limit, M = 1 case would reveal the behavior of r =
M/N → 0 limit.

The collective action for M = 1 case can be written as

Scol = − N

2

∫
dτ ∂τ(τ, σ ; τ ′, σ )|τ ′→τ + N

2
Tr log 

+ J2N

4

∑
σ1,σ2

∫
dτ1dτ2φ(τ1)φ(τ2)[(τ1, σ1; τ2, σ2)]2

+ 1

2

∫
dτ [φ(τ )]2. (C1)

In the large-N limit, we expect that the classical solu-
tion φcl (τ ) = 〈φ(τ )〉 vanishes, and therefore the saddle-point
equation for (τ1, τ2) is reduced to that of the free case.
This implies that the correct conformal dimension � should
approach to 0 in the limit r → 0 as discussed in the main text.
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