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We propose an operatorially exact formalism for describing the equilibrium and quantum-dynamical proper-
ties of many-electron systems interacting locally on a lattice, called “ghost rotationally invariant slave-boson
theory” (g-RISB). We demonstrate that our theoretical framework reduces to the recently developed ghost
Gutzwiller approximation (g-GA) at the mean-field level. Furthermore, we introduce the time-dependent
mean-field g-RISB action, generalizing the time-dependent GA theory. Since the g-RISB is based on exact
reformulation of the many-body problem, it may pave the way to the development of practical implementations
for adding systematically quantum-fluctuation corrections towards the exact solution, in arbitrary dimension.
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I. INTRODUCTION

The idea of utilizing subsidiary degrees of freedom for
modeling the strong interactions in many-electron systems has
a long history in condensed-matter physics [1], and it is nowa-
days imbued within numerous theoretical frameworks, such as
tensor-network methods [2,3], neural-network quantum states
[4], slave-boson methods [5-12], and the recently developed
ghost Gutzwiller approximation (g-GA) [13—15]. One of such
frameworks, which proved to be particularly useful within the
context of ab initio real-material calculations, is the so-called
rotationally invariaint slave-boson theory (RISB) [11,12]. So
far, real-material applications of the RISB method have been
mostly limited to the mean-field level [12,16-25], which is
equivalent to the multiorbital Gutzwiller approximation (GA)
[26-28], and can be formulated as a quantum-embedding
method [29,30] (see Ref. [31]). A key reason at the basis of
the success of the RISB mean-field theory is that it is much
less computationally demanding compared to other methods,
such as dynamical mean-field theory (DMFT) [32,33]. On the
other hand, the accuracy of the RISB mean-field approxima-
tion is not always sufficient; in fact, it can be even incorrect
by orders of magnitude in some parameter regimes [14].
Therefore, systematic methods for improving its accuracy are
desirable.

A possible way of overcoming the limitations of the RISB
mean-field theory is the g-GA [13-15], which is based on
the idea of extending the variational space by introducing
auxiliary fermionic degrees of freedom. The key advantage
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of the g-GA is that it proved to have accuracy comparable
with DMFT, at a much lower computational cost. However,
from the accuracy standpoint, this method still requires to
make approximations that become exact only in the limit of
infinite dimension. Therefore, its current formulation (that
is based on extending the Gutzwiller wave function, rather
than a slave-boson perspective) does not provide tools for
including systematic corrections towards the exact solution
in low-dimensional systems (such as those necessary for
capturing the nonlocal correlation effects). Another way of
improving the accuracy of the RISB mean-field solution is
to take into account perturbatively the quantum-fluctuation
corrections. In fact, a rigorous operatorial formulation of
the RISB theory (reducing to GA at the mean-field level)
exists [12], and previous work showed that taking into ac-
count the quantum fluctuations allows one to capture effective
interactions (mediated by the slave bosons) among the quasi-
particles defined at the saddle-point level [34]. However, since
the mean-field starting point can be qualitatively inaccurate
in the strongly correlated regime [14], including quantum-
fluctuation corrections perturbatively may not be sufficient, in
general.

Here we combine the two formalisms mentioned above
(the g-GA and the RISB). Specifically, we generalize the
mathematical constructions of Refs. [11] and [12] to de-
sign a slave-boson theory (the g-RISB) that (i) is an exact
operatorial representation of the many-body problem and
(i) reduces to the g-GA at the mean-field level. Since
the g-RISB mean-field solution (i.e., the g-GA) describes
the electronic structure in terms of emergent Bloch exci-
tations [13], and such description proved to have accuracy
comparable with DMFT in all parameter regimes [13,14] (in-
cluding the Mott phase), our formalism may pave the way
to implementations able to take into account perturbatively
the residual effective interactions between such generalized
emergent states, allowing us to perform high-precision cal-
culations of strongly correlated electron systems, in arbitrary
dimension.

Published by the American Physical Society
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II. THE MODEL

We consider a generic multirbital fermionic Hamiltonian
represented as follows:

vi Vi
Slocr
Z ZZ’RR/UCRWCR/ ﬁ+ZHl{)ic[cRia’CRia]’ ey
R

RR'ij a=18=1

where R indicates the unit cell (which is assumed to be
repeated periodically), while i represents different groups of
degrees of freedom within each unit cell (such as orbital
shells) and « labels the spin and orbital degrees of freedom for
each i. Each local subsystem Hg; generated by the fermionic
modes {c;m| a=1,...,v;} is spanned by the following 2"
Fock states:

T Ri) = [, 170 [y, 1710), )

where I € {0, ...,2% — 1} and ¢;(I") is the [-th digit of "
in binary representation. With this notation, the full physical
space of the system can be represented as follows:

H =) Hri. 3)
Ri

and the local terms of Eq. (1), that here we assume to conserve
the number of electrons, can be rewritten as

2Vi—1
HY = Z [H/°] . IT. R} (I, Ril, )
r,r'=0
[Hiloc]rr/ = (T, Ri|ﬁlllnic|r/7 Ri), 5)

where the matrix H, loc does not depend on the unit-cell label
R because of the translatmnal invariance of H.

From now on, with no loss of generality, we assume that
tRR, ; = 0 (as in Refs. [31] and [12]), i.e., we include all on-

site single-particle terms within the definition of ﬁllff.

In the next section we are going to show that Eq. (1) can
be equivalently reformulated utilizing auxiliary bosons and
fermions.

III. OPERATORIAL g-RISB FORMULATION OF
THE MANY-BODY PROBLEM

Let us consider the Fock space F generated by a set of
auxiliary fermionic modes:

{friala=1,..., B}, (6)

where B; > 1 is a given integer, and a set of bosonic modes:
{PrirnIn e S VT €{0,...,2" — 1}}, (7)

where
ST ={nef0,....25% —1}[N(n) - N() = M;},  (8)
NI =) qu(D), ©)
By

Ny =" qun), (10)

and
M; = %(B,» 1. (11)

Throughout the rest of this paper we will assume that B; = B
is independent of i. The reason underlying Eq. (11) is that, as
we are going to show later, the resulting theory reduces to the
g-GA at the mean-field level. However, we note that different
choices B and M; would be also possible, in principle. We
will also adopt the convention that Pg;r, =0V n ¢ Slr .

The mathematical structure defined above reduces to the
standard RISB [11] for B = 1, while it features additional
auxiliary fermionic and bosonic modes for B > 1. As we
are going to show below, it is possible to construct an exact
alternative reformulation of the many-body problem V B > 1,
in such a way that the g-GA is recovered at the mean-field
level. The resulting generalized framework will be denoted
2-RISB.

A. The physical subspace

We consider the following subspace of the Fock space
introduced above:
®HR,, (12)

where ’}_{Ei is spanned by the following states:

IT, Ri) = D'/ qumrnm Ri), (13)
neSr
I, Ri) = [ 1 [fge, 1777100, (14)
where
Bv;)!
Dy = (Bi) (15)

[N(T) + M;]![Bv; — N(T') = M;]!
is a normalization factor constructed in such a way that
(C,Ri|L",R'{") = Sge/8iiSrr- (16)

All states in 77 satisfy (and are fully characterized by) the
so-called Gutzwiller constraints:

2vi—12Bvi—]
K(l){iz Z Z cDRll"n Ril'n —1= 0’ (17)
r=0 n=0
2vi—12Bvi—1
Kil{l: Z Z F F mn llhl"n Ril'm methb
r=0 n,m=0

(13)

where a,b € {1, ..., Bv;} and we introduced the following
Bv; x By; matrix representations of the auxiliary fermionic
operators:

[F 1w = (n, Rl fil, |7, Ri). (19)
Note that the entries of the matrix representations F,Z do not
depend on the unit-cell label R, because it appears both in f;{ B
and in the definition of the Fock states |n, Ri) [see Eq. (14)].
For completeness, let us show explicitly that the states
defined in Eq. (13), which generate the physical subspace,
satisfy the Gutzwiller constraints. Equation (17) follows im-
mediately from the observation that, by definition, all physical
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states have a single boson. The proof of Eq. (18) is the following:

ovi 1 2Bvi_|
T
Z Z taF;b]m" RancDRzF’ |F Rl>
=0 n',m'=0
2vi—1 2Bvi—|
—1/2
Z Z [FtaFlb]m” RtFn Rll"’ / 1F Z q>R1Fn|n Rl
I"=0 n',m'=0 nESlr
2vi—1 2Bvi—]
—1/2 S .
= Dil" / Z Z [F;‘Zp}b]m’n’q);irrnr Z 81"F’8nm’|nv Rl)
I"=0 ' ,m'=0 neS}"
_p-l2 A8 i ~
=D Y Uyl @iy I, Ri)
n,n’eS,.r
—1/2 . . .
= DiF/ Z (I)ern Z In, Ri) (n, Rl|fl;iafRib|n/’ Ri)
n'es’ nes’
1/2 T , Nt R
Z q)erf Triafrin? s R = friofrip!Ls Ri), (20)
n ESII‘

where we used that, because of Eq. (19), [F o F ol = (1, Ri] wa lebIn Ri).

B. Representation of local operators

Let us consider the following operators in H5:

2%i—1
~loc 10C
Hgi = Z Hz rr Z (DRzl"n Ril"n’ 21
= nes!
[H,-"’“]rr/ = (T RilHg |, Ri), @2)

where S was defined in Eq. (8) and the matrix H°° was previously defined in Eq. (5).
It can be readily verified by inspection that

~loc

(T, RilHg; IT", Ri) = (T, Ri|Hg* [T, Ri)
1
= [H].. YT, T (23)
In fact,
¥ 2vi—1 2Bvi ]
ocC B
(O, RilHg; I, Ry = Y [H*], (T, Ril Y Py Ppire [T, RE)
r,Th=0 n=0
2%i—1
= (DirDir)~'/? Z [Hiloc]r]r2 Z (m, Ri|(DRiqu)I{1F1;1q)RiF2n Rirv |1, RE)
r, =0 n,m,m’ES,r
2Vi—1
=it Y [H™]n, Do drrSmdrrdun = [H] (24)
I, =0 n,m,m’eS,r

where we used that N(I';) = N(I"») (which is true because H was assumed to conserve the number of electrons).
. Aloc . . . A L
This shows that Hp; is an exact equivalent representation of Aj¢ within 5.
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C. Representation of one-body nonlocal operators

Let us show that it is possible to construct a set of operators {RRiael € {1, ..., vi},ae{l,...,Bv}}insucha way that
By;
Cth Z ,R’Rla"‘fRza (25)
a=1

satisfy the following equality:
(L, Rilgg;, IT', Ri) = (T, Rileg,, [T, Ri)
= [Filre VI, T, (26)

where we introduced the v; X v; matrix representations Fl;: of the physical fermionic operators C;;ia [that, as the representations
of Eq. (19), do not depend on the unit-cell label R].
The condition, Eq. (26) can be realized using the following operators:

2%i—1 2Bvi—]
Reiw = Y Y Cor R IEIn L nm @i Priram - 27)
', =0 ny,n,=0
Ciryr, = IN(TD) + M1[v; + M; — N(T2)]. (28)
In fact,
By;
(L. Rilcg,, [T, Ri) = (T, Ri| Y Riiao ;0| RE)
a=1
Bv;

= DirDir) YN Ril Py, Riiar Py Sl RE)

a=1 meSt m’eS‘.r’

BU,'
= (DirDir )™ P e Y Y Y [kl Rl £ 0, R

a=1 mest m’eS}"’

By;

= [} 1er DDy PCE Y S IELF

a=1 meS,[

= [Fi e (DirDir )™ 2C Z N(m)
mES,.r
= [F{rr (DirDir)” 2c T [IN(T) + Mi]
mESir
= [F 10 (Dir Dir )™ PCAEDin IN(D) + M1 = [F I, (29)

where the last step can be readily verified using the definitions in Egs. (11), (15), and (28).

Note that Eq. (27) reduces to the RISB expression previously derived in Ref. [11] for the special case B = 1.

As we are going to show below following the procedure of Ref. [12], the equation for the renormalization operators RRiaq
can be modified in such a way that (i) the mapping between Eq. (1) and Eq. (39) remains exact V B and, at the same time, (ii) the
resulting theory reduces to the recently developed g-GA V B > 1. This is accomplished by the following expression:

2'i—1 2BYi—1 By 2vi—12Bvi—|
_ —1/2r o T . HF i cl2
RRW = Z Z ch e [Eg Irr L Lo = @iy, | 14 lrr/ - Z Z (Der o Prira
,I"=0 n,n'=0 b=1 I'"=0 n"=0
4 A =172 A A =172 .
x [[1 = A, e [l — Ay, D, s (30)
where
2vi—12Bvi—1
[Ap]Rmb - Z Z FIF mn RancDRiFm’ (31)
=0 n,m=0
2vi—12Bvi—1
[Ah]Rlab = Z Z [ Tmn Rzrnq)RiI‘m’ (32)
=0 n,m=0
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1 is the identity operator, the symbols :: indicate the normal
ordering, and we introduced the following opearators:

00 N
- Ap][—l/Z] = Z(_l)r<i> [Ap][r]’ (33)

(1 — Ayt —Z( 1),< )[Ah]m (34)

where (‘;) is the binomial coefficient and, as in Ref. [12],

we adopted the following notation for indicating operatorial
matrix products:

[Ap @ Anlrias = Y _[ApIRiacl AnRics (35)
and the powers

[A gi]zab Z [AP]Rzau [AP]Rl‘l‘2 T

+Cl—1

[ApIRic, ps (36)

[Anlyy = Z [AblRiae, [AnIRicrc, - - - [AnlRic,_ 5. (37)
ClyeeesCl—]
[Ap Tt = (Bt = Sarl. (38)

Note that Eq. (30) reduces to the expression previously de-
rived in Ref. [12] for B = 1.

The fact that Eq. (30) is equivalent to Eq. (27) within the
physical subspace is due to the fact that physical states contain
only a single boson, ¥ B. In fact, since the bosonic operators in
Eq. (30) are normally ordered, the matrix elements of Eq. (30)
between states with a single boson are zero for all terms
involving a product of more than one creation (or annihila-
tion) operator. Therefore, neither the terms proportional to
(C}{?r — 1) nor the terms involving [A,]"1 or [Ay]"! with
r > 1 can contribute to matrix elements between physical
states.

In summary, we showed that Eq. (1) can be exactly refor-
mulated in terms of any of the following Hamiltonians:

Hp= ZZZ[RR’szRzaCR’ﬁ+ZH]l({)zC’ (39)

RR'ij a=1 p=1

where the equality is valid V B and the physical subspace is
identified by the Gutzwiller constraints [see Eqgs. (17) and
(18)]. In the next section we will also show that the resulting
g-RISB theory is equivalent to the g-GA at the mean-field
level.

IV. MEAN-FIELD APPROXIMATION TO
THE g-RISB THEORY

Following Ref. [12], here we derive the mean-field approx-
imation to the g-RISB theory from a variational perspective.

A. The mean-field variational space

We consider the most general wave function within the
Fock space F represented as follows:

W) = [Wo) ® |#), (40)

where |Wy) is a generic normalized fermionic state and |¢) is
a bosonic coherent state.

For simplicity, here we focus on translationally invariant
solutions, i.e., we assume that both |Wy) and |¢) are transla-
tionally invariant. The latter condition can be formalized as
follows:

|¢) 10 eZR[ Zrn[‘15/']l"ﬂ¢’11/1"n|()>7 (41)

where the entries [¢;]r, of the matrices ¢; (called “slave-
boson amplitudes”), which are the eigenvalues of the bosonic
annihilation operators ®g;r,, are assumed to be independent
of R. Note that, within the g-RISB, the matrices ®g,r, are
not square but rectangular, as I € {0, ...,2% — 1}, while n €
{0,...,28% —1}.

Within the mean-field approximation, the Gutzwiller con-
straints [Eqgs. (17) and (18)] are assumed to be satisfied only
in average, i.e., we assume that

(WK% 1¥) = Tr[p]¢i] — 1 =0, 42)

(V| K, |W) = Trl] ¢, FLF, ] — (Yol friufra | Wo) = O,
43)

where Tr is the trace. The equations above constrain the vari-

ational parameters, i.e., |\Wy) and the slave-boson amplitudes

[@ilrn.

B. Time-independent mean-field g-RISB theory

At the mean-field level, the g-RISB approximation to the
ground state of H corresponds to finding the minimum of the
variational energy:

Ep= (V| Hy|¥) (44)

[see Eq. (39)] with respect to all mean-field states defined
above in Sec. IV A.

From the definition of A 5 in Eq. (39), it follows immedi-
ately that

By; Bv;

€5 =(Wol D DY IR trri R Jab fiiaSr o Vo)

RR'ij a=1 b=1
1
+ N Y Tr[¢, ¢ H]. (45)
Ri

where N is the number of unit cells R and we have introduced
the v; X v; matrices frr,;j, With entries
__ B
= IR ij (46)

[see Eq. (1)], and the Bv; x v; “renormalization matrices” R;,
with entries

[Rrijlap

[Rilue = (@] Riiae 1), 47)

where the bosonic operators 7A2Rm are defined in Eq. (30).
Note that R; does not depend on R because of the translational
invariance of |¢) [see Eq. (41)].

Since the bosonic operators in Eq. (30) are normally or-
dered, Eq. (47) can be readily evaluated by replacing all
slave-boson operators with the corresponding coherent-state
eigenvalues. This gives the following expression:

Bv;
[Rilaw = Y Trip FLdiF, 1AL — ADL, %, (48)

b=1
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where

[Ailas = (Yol fio S| ¥0) (49)

and the symbol 1 in Eq. (48) indicates the Bv; x By; identity
matrix. In fact, because of Eq. (42), we have

2412841

;
(@l Z Z @rirrn Prirrg 1#) =1,

=0 n"=0

(50)

(@] [AnIRiap |6) = 8ap — [Ailp- (52)

C. Time-independent mean-field Lagrange function

Here we show that the problem of calculating the energy
minimum of Eq. (45) subject to the constraints (42) and (43),
can be conveniently formulated as a quantum-embedding the-
ory VB > 1.

Following Refs. [12,31,35], this can be accomplished by
introducing the following Lagrange function:

and, because of the definition [Eq. (49)] and Eq. (43), we also L=Lyp+ Z ’Cémb + Lix, (33)
have i
where
AplRian |6) = Teld] ¢, EIF, 1= [Adw, (51 - .
and
|
Bvy; Bv,»
Hp =YY D IR OmriiRiOab fiiaSrip + D D L Aidab Fiafrise (55)
RR'ij a=1 b=1 Ri ab
By v By;
Lio = Tr[¢, o/ H* ]+ D (DilaTrl$] Fit Bl +c.c)+ Y [A7] Trlg] o, FLF, 1+ & (1 = Te[¢f ¢, ]),  (56)
a=1 a=1 a,b=1
By; By v
Lo ==Y [Z (1A 1w + [A] )AL + D D (IDilaa[Rileal AL — AD1L + c.c.)}. (57)
i a,b=1 c,a=1 a=1
[
The Lagrange function above is derived by adding to the introducing
energy function [Eq. (45)] (divided by N) the following terms: A
(1) the normalization condition (Wy|Wy) = 1 is enforced A ey ———
with the Lagrange multiplier £, by introducing X_; X_;[D’]““ Tr[ ) Fia®: Fio]
N7LE — (o Wo)); 58 ol
(1= (%ol o9 — Y [RilealAi(l — Ai)ligz). (62)
c=1

(2) the Gutzwiller constraint [Eq. (42)] is enforced with the
Lagrange multipliers £, by introducing

EE( — Trld ¢, 1) (59)

(3) the entries of the matrices A; [see Eq. (49)] are pro-
moted to independent variables with the matrices of Lagrange
multipliers A;, by introducing

By,

2

a,b=1

(N—‘ D (Yol A win |Wo) — [A,»]ab) [A;la: (60
R

(4) the Gutzwiller constraints [Eq. (43)] are enforced with
the matrices of Lagrange multipliers A{, by introducing

Bv;

> (Telp] i FnFy ] — [Aa)[ AT,

a,b=1

(61)

(5) the entries of the matrices R; are promoted to indepen-
dent variables with the matrix of Lagrange multipliers D;, by

Quantum-embedding mapping

Following Ref. [31], we introduce the so-called “embed-
ding states,” which are related to the g-RISB amplitudes as
follows:

2 —1 2Bvi—]

i(/2 —1
)= Y 3 e b,
r=0 =0

IT; i) ® Upnln; i), (63)
where:
i) = [&f 19D [equyi]‘“‘”|0), (64)
. At v (1)
Inyi) = [£719 ... [f?fm,,i]%’ |0). (65)

Upy is a particle-hole transformation acting over the |n;i)
states and N (n) was defined in Eq. (10).

The set of all embedding states represented in Eq. (63)
constitute a Fock space, corresponding to an “impurity”
(generated by the fermionic degrees of freedom ¢, o €
{1,...,v;}) and a “bath” (generated by the fermionic degrees
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of freedom fia, ae{l,...,Bv}). Note that the condition,
Eq. (11), amounts to assuming that the embedding states
|®;) have a total of (Bv; + v;)/2 electrons, i.e., that they are

replaced with

half-filled, which is the same condition previously assumed in LEo = (D HE™ ;) + E(1 — (D] D)), (66)
Refs. [13,14], within the g-GA framework.
It can be readily verified by inspection that, within these
definitions, all of the terms of L. , [see Eq. (56)] can be  where
|
By, v Bv;
T = A11E, 61+ D Y ((Dilallfiy +Hed + - [AL], fifils (67)
a=1 a=1 a,b=1
(
where ﬂik’c is obtained from the operator ﬂllfic appearing in ~ Where
Eq. (1) by replacing cg,, with ¢;, Va. By; By,
The mean-field Lagrange function derived above Hy (1) = (R, (Oirr i RO ab fr: farin (T1)
[Egs. (53), (54), (55), (66), and (67)] coincides with the ® R;] ; ,,2:1: ‘ W RiaR'jb

g-GA Lagrange function (see the Supplemental Material of
Ref. [14]). This proves that, as we claimed in the Introduction,
the g-RISB reduces to the g-GA at the mean-field level.

D. Time-dependent mean-field action

For completeness, here we show that from the mean-field
g-RISB variational ansatz defined in Sec. IV A it is also pos-
sible to define a mean-field theory for the real-time dynamics.
This can be accomplished by extremizing the following Dirac-
Frenkel action:

S=N""! / ’@(x)ua, — Hyg|¥(1))dt, (68)

where W(¢) is of the form represented in Eq. (40).

Note that, in principle, Eq. (68) should be extremized
only with respect to variations [§\W(¢)) (with boundary con-
ditions |5 (1;)) = |8 (tr)) = 0) lying within the subset of
variational states satisfying the Gutzwiller constraints [see
Egs. (42) and (43)]. On the other hand, since

(W) Hg [9@) = (G ()| Hy |G (1)) (69)

for every Lie-group gauge transformation G generated by
the Gutzwiller-constraint operators [Eqs. (17) and (18)], the
Gutzwiller constraints are preserved automatically (in aver-
age) by the dynamics. In other words, (¥ (?)| K OR[- |W(t)) and
(W ()| K ‘l’{’i |W(t)) are the conserved quantities associated with
the gauge group of A 5- Therefore, as in the time-dependent
GA [36,37], it is possible to extremize Eq. (68) with respect
to all variations |8W(¢)), as the Gutzwiller constraints are
satisfied automatically.

By expressing explicitly the integrand of Eq. (68) in terms
of the variational parameters, using the identities derived
above in Sec. IV, we obtain the folowing expression:

i A
S = / {N_l(\po([)| i0; — qu(t) [Wo(2))

i

+ Y (@) id, — A (1)) }dt, (70)

i

Note that the dynamical variables in Eq. (70) are only |Wy(?)),
the embedding states |®;(¢)), and their respective time deriva-
tives, while the entries of R;(¢) are expressed in terms of
|®;(t)) as follows:

[Ri()]ae = ()] RRiae 19(2))
Bv;
=Y Trlg] (OFL$iOF, 1AM — A1), "
b=1
Bv;

—Z il el fi, @A — AT}, %, (72)

where
[Ai(O)]ay = Trlg, (), (OFF,]
= (D:()| f, [ 1®i(0)). (73)

To derive the time-dependent g-RISB equations of motion,
it is convenient to reformulate the problem by promoting to
independent dynamical variables the entries of A;(t) with
matrices of Lagrange multipliers A{ () and by promoting to
independent dynamical variables the entries of R;(t) with
matrices of Lagrange multipliers D;(¢) (as we did above for
the static theory). This leads to the following action:

tr n
S = / {Nl(\po(f)| lat - qu(t) |“IJO(I))

i

+ Y (D) id, — F™O @) | 9i0))

Bv;
+y [ > [ANO)] LA

i a,b=1
By, v

+ Z Z ([Di(t)]aa [Ri(t)]ca

c,a=1 a=l1

x {A[1 = A0]) + c.c.)} }dr, (74)
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where ﬁ?mb(t) is defined in terms of D;(¢) and A{(z) as in
Eq. (67).

We point out that Eq. (74) is equivalent to Eq. (70), but
the dynamical variables are not only |Wy(z)), |®;(¢)) and their
time derivatives, but also A;(1), A{(t), R;(t), and D;(t). The
advantage of Eq. (74) is that the second term represents the
Dirac-Frenkel action for a time-dependent embedding Hamil-
tonian, which depends explicitly on |®;(z)) only linearly.
Therefore, the time-dependent g-RISB dynamics is described
in terms of two coupled time-dependent Schrodinger equa-
tions (one for |Wy(z)) and one for |D;(¢))).

Note that Eq. (74) reduces to the time-dependent GA ac-
tion for B = 1 (see Refs. [36,37]), while the number of bath
sites in the embedding Hamiltonian is 3 > 1 in the g-RISB
generalization. Since increasing the value of B corresponds
to extending the variational freedom (both within the g-RISB
and within the g-GA frameworks), it shall be expected to
improve systematically the accuracy, as we hope to verify
numerically in future work.

V. CONCLUSIONS

We derived a ground-state and time-dependent theory of
multiorbital electronic systems interacting locally on a lattice
(the g-RISB), which reduces to the g-GA at the mean-field

level. This provides an alternative perspective on the g-GA
theory, which may pave the way for developing new gen-
eralizations. In particular, since the g-RISB is based on an
exact reformulation of the many-body problem, it may lead
to practical implementations for calculating systematic cor-
rections (e.g., using cluster methods [38—40], or generalizing
the path-integral approach for including quantum fluctuations
previously developed in Refs. [34,41,42]). Since the mean-
field g-RISB theory describes the electronic structure in terms
of emergent Bloch excitations, and such description proved
to have accuracy comparable with DMFT [13,14], we argue
that taking into account perturbatively the residual effective
interactions between the g-GA generalized Bloch excitations
within the g-RISB framework is a promising route for per-
forming high-precision calculations of strongly correlated
materials beyond the DMFT level, in arbitrary dimension [43].
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