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Electronic states of metallic electric toroidal quadrupole order in Cd2Re2O7 determined
by combining quantum oscillations and electronic structure calculations
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Pyrochlore oxide Cd2Re2O7 exhibits successive structural transitions upon cooling that break its inversion
symmetry. The low-temperature noncentrosymmetric metallic phases are believed to be some odd-parity mul-
tipole ordered states that are associated with a Fermi-liquid instability due to the strong spin-orbit interaction
(SOI) and electronic correlation. However, their microscopic ordering pictures and the driving force of the
phase transitions are still unclear. We determined the electronic structure of the lowest temperature phase of
Cd2Re2O7 by combining quantum oscillation measurements with electronic structure calculations. The observed
Fermi surfaces were well reproduced based on the optimized crystal structure, and we demonstrated the strong
influence of the antisymmetric SOI. From the mass enhancement factor, we elucidated the strongly correlated
nature of the electronic states. In addition, we visualized the microscopic picture of the 3z2 − r2-type metallic
electric-toroidal-quadrupole (ETQ) order characterized by the Re-O bond order. These results corroborate that
the metallic ETQ order is driven by a Fermi-liquid instability associated with the strong SOI and electronic
correlation, as has been theoretically proposed. Our results provide the basis for exploring unconventional
phenomena expected in the metallic ETQ order.

DOI: 10.1103/PhysRevB.105.035116

I. INTRODUCTION

Fermi-liquid instability associated with the strong spin-
orbit interaction and electronic correlation has attracted
considerable interest in condensed matter physics [1,2]. It is
theoretically expected that the instability induces an inversion
symmetry breaking order, such as an odd-parity multipole
order in the metallic state [3]. In such a system, a multi-
pole moment associated with Fermi surface (FS) splitting
in the momentum space induces various off-diagonal re-
sponses such as the magnetocurrent effect [4–6]; in other
words, the momentum-dependent spin polarizations on spin-
split FSs respond to external fields as if there were multipole
moments. Furthermore, it is also expected that the fluctua-
tion of the inversion symmetry breaking order can lead to
unconventional superconductivities [7–11]. The pyrochlore
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oxide superconductor Cd2Re2O7 is a promising candidate
compound [12].

Cd2Re2O7 shows successive structural transitions with
decreasing temperature. Above Ts1 ∼ 200 K, Cd2Re2O7 crys-
tallizes in a centrosymmetric cubic structure (phase I: Fd 3̄m)
where the Re atom is coordinated by six O(1I) atoms and
makes the pyrochlore network that is interpenetrated by the
CdO(2I) zincblende network [see Fig. 1(a); the subscript “I”
of the oxygen site numbers indicates the notation for phase I]
[13]. At Ts1, a second-order structural transition to a non-
centrosymmetric tetragonal structure (phase II: I 4̄m2) occurs
[14]. Despite the minimal lattice distortion [14,15], the results
of resistivity, magnetic susceptibility, Hall coefficient, and
NMR measurements corroborate a drastic change of elec-
tronic states at Ts1 [16–20]. Thus, the transition is thought
to be an electronic origin, similar to the band Jahn–Teller
transition [21] or the electronic nematic transition [22,23].
At Ts2 ∼ 115 K, a first-order structural transition to another
noncentrosymmetric tetragonal structure (phase III: I4122)
occurs [14,24]. Considering both I 4̄m2 and I4122 are sub-
groups of Fd 3̄m and the transition between phases II and III
is of the first order, they are likely competing [25]. Recently,
a next second-order structural transition to a noncentrosym-
metric orthorhombic structure (phase IV: F222) at Ts3 ∼ 80 K
was observed in Raman spectra [26]. Because this transition
has not been discernible in other experiments [12] and the
symmetry of phase IV is inconsistent with other experiments
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FIG. 1. (a) Crystal structure of Cd2Re2O7 in a conventional unit
cell in phase I, which is drawn using VESTA [32]. (b) The notation
for θ in a cubic conventional unit cell in phase I. (c) Tetragonal
conventional unit cells (azure part) in phase III for the X, Y, and
Z domains displayed in a cubic conventional unit cell (black line) in
phase I.

[14,27–29], the symmetry reduction to F222 in low tem-
peratures is still controversial. Finally, Cd2Re2O7 exhibits
superconducting transition at Tc = 0.97 K [12,30,31].

Based on the lattice symmetries, Ref. [6] theoretically pro-
posed that phases II and III are described by electric (axial)
toroidal quadrupoles (ETQs) with x2 − y2 and 3z2 − r2 com-
ponents, respectively, which are illustrated in Fig. 2. For ease
of understanding, we also show their corresponding spherical
harmonic representations. ETQs are multipoles comprising
electric toroidal moments, and each electric toroidal moment
is described by the toroidal (circular) charge arrangement.
Because space inversion reverses the signs of these ETQs,
they are types of odd-parity multipoles (note that the spherical
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FIG. 2. Electric toroidal quatrupoles of x2 − y2 and 3z2 − r2

types are shown together with the spherical harmonic representa-
tions. The small green arrows represent the electric dipoles, whereas
the large blue arrows represent the electric toroidal dipoles.

harmonic representations do not reverse the sign). Experi-
mentally, magnetic torque (τ ) measurement have proposed a
coexistence between the ETQ and electric quadrupole orders
in phases II and III [29,33]. By contrast, second harmonic
generation studies suggest the possibilities of magnetic mul-
tipoles and ETQ orders in phase II [34–36]. Therefore, the
nature of multipole orders is still under debate, and an identi-
fication of these orders is strongly demanded.

The determination of the electronic states in the ordered
phases is thus a crucial issue in Cd2Re2O7. Though the elec-
tronic states probably play a key role in the phase transitions,
those in the ordered states have not yet been clarified. Con-
sequently, the microscopic picture of the orders that arise in
the metallic state remains unclear. Corresponding to the spin
splitting of FSs in the momentum space, a certain order should
exist in the real space that is coupled to the crystal structure.
Because these changes in momentum and real spaces are
in correspondence, it is important to identify them simulta-
neously. These results will provide indirect evidence of the
multipole order. In addition, insights into the electronic states
are indispensable to discuss the source of the energy stabi-
lization in the ordered phases. Furthermore, the quantitative
estimation of the predicted phenomena, such as the magne-
tocurrent effect, requires information of the FSs because they
are sensitive to the electronic states at the Fermi level (EF).

Our previous quantum oscillation measurements on
Cd2Re2O7 using τ showed complex frequency branches and
large cyclotron effective masses up to 9me (me is a free elec-
tron mass) [37]. The angular dependence of the frequencies
was interpreted as part of the six spin-split FSs, calculated
based on the reported structural parameters taken at 90 K [38].
However, τ is sensitive only to the anisotropy of the FS, which
limits the observation of quantum oscillations from the nearly
isotropic part of the FSs. In addition, a large discrepancy exists
between the experimental results and the calculation. There
are two main reasons for this: One is that the crystal structure
parameters change with temperature, and the reported struc-
ture may not match the one at the lowest temperature at which
we measured the quantum oscillations. The other reason is
that the FSs are sensitive to the strength of the electronic
correlations considered in the calculation, and the strength is
still controversial [12,17,19,38].

In the present study, we performed a complementary
measurement of quantum oscillations on the AC magnetic
susceptibility (χAC) and electrical conductivity (σ ). As shown
later, quantum oscillations in different physical quantities
exhibit different amplitudes, allowing us to identify new
frequencies and trace individual branches. In addition, we suc-
ceeded in reproducing the quantum oscillation spectra much
more accurately than in Ref. [37] by refining the conditions we
used to calculate the electronic states; more specifically, we
employed a structural optimization while tuning the strength
of the electronic correlation. This enables a discussion based
on the electronic structure.

II. METHODS

A. Experiments

Single crystals of Cd2Re2O7 were grown by the chemi-
cal vapor transport method, as described in Ref. [20]. The
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quantum oscillations on the χAC were measured using a
standard field modulation method [39]. The modulation field
Bmod of 0.01 T and 67.1 Hz was applied on a 1 mm3 size
single crystal placed in a pickup coil with the [111]c axis
(subscript “c” denotes the notation in the cubic unit cell)
parallel to the coil axis. The second harmonic signal of the
coil voltage (v), which roughly corresponds to dχAC/dB, was
obtained using standard lock-in acquisition. The measurement
was performed in a dilution refrigerator equipped with a
20 T superconducting magnet. The quantum oscillations on
the σ were measured by employing a standard four-probe
method, which was conducted in a 3He refrigerator with a
32 T resistive magnet at NHMFL. These data were analyzed
together with the previous τ data [37]. In all measurements,
the samples were rotated around the [11̄0]c direction in the
magnetic field, and the field angle θ was measured from the
[110]c direction, as illustrated in Fig. 1(b). The measurement
temperatures for the v, σ , and τ are 40 mK, 0.5 K, and
30 mK, respectively, except for the temperature dependence
measurements.

We analyzed the quantum oscillations based on the I4122
space group symmetry (phase III) because the symmetry re-
duction from I4122 to F222 is “almost” imperceptible in
our data. In phase III, three types of tetragonal domains, X,
Y, and Z domains, are formed, whose ct axes (subscript “t”
denotes the notation in the tetragonal unit cell) lie along the
[100]c, [010]c, and [001]c directions, respectively, as shown
in Fig. 1(c). The observed quantum oscillations include all
signals from the three domains. Because B is confined within
the (11̄0)c plane, signals from the X and Y domains are
equivalent. In addition, when B ‖ [111]c, the signals from all
domains are equivalent. Note that in F222, the X, Y, and Z
domains are further split into two different domains for each,
although that was imperceptible in the polarizing microscopy
experiment [28].

Based on the Lifshitz-Kosevich formula, a quantum os-
cillation measured on a physical quantity q (v, σ , and τ ) is
expressed as follows:

q̃

|q| = C fq|S′′|−1/2RTRD sin

[
2π

(
F

B
− 1

2

)
± π

4

]
, (1)

where C is a constant, and S′′ = ∂2S/∂k2
‖B is the curvature

factor [39]. The higher harmonics, Zeeman effect, and Berry’s
phase are neglected. The ± sign is positive (negative) for
the minimum (maximum) cross-sectional area S of the FS
perpendicular to B, which is related to frequency F , as F =
h̄S/2πe. The temperature and Dingle reduction factors are
given by RT = ξ/ sinh ξ and RD = exp(−ξD), respectively,
where ξ(D) = 2π2kBT(D)m∗/eh̄B, TD is the Dingle temperature,
m∗ is the cyclotron effective mass, and kB is the Boltzmann
constant. The factor fq is different for each physical quantity
and is expressed as fv = (cos φ − 1

F
∂F
∂φ

sin φ)J2(λ)FB1/2/m∗

for the field modulation technique with the second-harmonic
detection, fσ = B1/2m∗ for electrical conductivity, assuming
a uniform scattering rate on FSs, and fτ = (∂F/∂θ )B3/2/m∗
for magnetic torque. Here, J2 is a second-order Bessel
function, λ = 2πFBmod/B2, and φ is the angle between
B and the pickup coil axis. Because of fq, the relative

amplitude of each frequency depends on the measurement
method.

B. Calculations

The fully relativistic electronic structure was calculated
based on the rotationally invariant DFT + U method using
the screened Coulomb and exchange parameters [40] as im-
plemented in the QUANTUM ESPRESSO package [41]. Fully
relativistic optimized norm-conserving Vanderbilt pseudopo-
tentials generated using the code ONCVPSP [42–45] were used
with the Perdew, Burke, and Ernzerhof (PBE) type exchange
potential [46] and a plane-wave cutoff energy of 100 Ry. A
103 k-point mesh was used for the self-consistent field proce-
dure, whereas a 163 k-point mesh was used to calculate the
density of states (DOS). The atomic positions were optimized
until the change in the total energy became less than 10−6 eV.
The FSs were calculated using the 24-orbital tight-binding
model based on maximally localized Wannier functions con-
structed with the WANNIER90 program [47]. The quantum
oscillation frequencies were simulated using the algorithm
described in Ref. [48].

It is not appropriate to entirely rely on experimental crystal
structures because they may depend on temperature, as noted
later. In addition, the optimal screened Coulomb parameter U
depends on the materials and pseudopotentials [49]; therefore,
it is not known a priori. Thus, we employed a round-robin
method to obtain electronic states that were as close as possi-
ble to those experimentally observed by quantum oscillations;
we optimized all the independent internal atomic coordinates
in phase III with various values of U and the screened ex-
change parameter J at the Re site. We found that the result
with U = 4.5 eV gives the simulated quantum oscillation fre-
quencies closest to the experiment, whereas the dependence
on J is minimal; thus, we used a typical value of J = 0.3 eV
(see Appendix A for details).

In the calculations, we fixed the lattice constants to those
of phase I (ac = 10.2382 Å), which was optimized together
with an internal coordinate using the above U and J values.
This was done for three reasons: First, the reported lattice
distortion ratios in phase III (0.044% [50] and 0.016% [38])
are smaller than the calculation error of optimizing the lattice
constants (∼1%). Second, the fixed lattice constant facilitates
the comparison of the charge density between phases I and III.
Finally, the lattice distortion is so small that the effect of the
lattice distortion is imperceptible in the calculated FSs and the
simulated quantum oscillation spectra. This indicates that the
lattice distortion itself is not essential for the electronic states
and may appear as a side effect of the atomic displacements.
Thus, we ignored the lattice distortion and focused on the
atomic displacements.

During the structural optimization of phase III, we con-
strained the symmetry to I4122. However, even if we
attempted the structural optimization of phase IV (F222) us-
ing the same U and J values and starting from the optimized
phase III structure, the symmetry reduction from I4122 to
F222 was negligible; the violation of the I4122 symmetry in
terms of the displacement of atomic coordinates was less than
0.00005. Thus, we ignored the symmetry reduction to F222
in our calculation.
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FIG. 3. (a) Fourier-transformed spectra measured on three dif-
ferent quantities (v, σ , and τ ) for the magnetic fields along the
〈001〉c, (b) 〈111〉c, and (c) 〈110〉c directions. The field ranges for
the Fourier transformation are 6.4–17.6 T, 17–32 T, and 10–17.5 T
for AC magnetic susceptibility, electrical conductivity, and magnetic
torque [37], respectively.

III. RESULTS

A. Quantum oscillations

1. Fourier-transformed spectra for major axes

Figure 3 shows the Fourier-transformed spectra of the
quantum oscillations for the fields along the 〈001〉c, 〈111〉c,
and 〈110〉c directions measured on the AC magnetic suscep-
tibility, electrical conductivity, and magnetic torque. Clearly,
the relative amplitudes of the quantum oscillation frequencies
differ among the physical quantities. We observed several new
peaks that were not observed in the previous study [37] and
labeled all peaks according to their origins (described later).
Note that we revised the branch names used in Ref. [37]
because the number of Greek letters is short of naming all ob-
served branches. The masses of the major peaks were obtained
by fitting the temperature dependence of their amplitudes with
the RT function. All major peaks are summarized in Table I
along with their corresponding frequency and mass.

2. Angular dependence of frequencies

The Fourier-transformed spectra as a function of field di-
rection are plotted as color images in Figs. 4(a), 4(b), and 4(c)
for the AC magnetic susceptibility, electrical conductivity, and
magnetic torque, respectively. The AC magnetic susceptibility
with the field modulation technique is effective in visualizing
numerous branches, including those with small angular de-
pendence, whereas it has a disadvantage in detecting small
frequencies owing to the J2(λ)F factor in fv . In the electrical

conductivity, the branches with heavy effective masses tend
to show relatively large amplitudes compared to the case of
other physical quantities owing to the m∗ factor in fσ . This
enabled us to observe the ω7, δ1, ω11, γ9, and ω14 branches
that cannot be clearly observed with the other methods. Mag-
netic torque has its strength (weakness) in observing highly
(weakly) anisotropic branches because of the ∂F/∂θ factor
in fτ . The fundamental frequencies observed for the three
methods are shown in Fig. 4(d). We connected all frequen-
cies belonging to the same branch with the aid of intensity
variation.

3. Assignment of branches to orbits on the Fermi surfaces

To assign the observed branches to the orbits on FSs,
we simulated the quantum oscillation frequencies based on
the calculated electronic states of phase III. The simulated
angular dependence of the Fourier-transformed spectra using
a typical fq = B1/2/m∗ is shown in Figs. 4(e) and 4(f) as
colored images. Here, the deeper color corresponds to the
larger amplitude, as indicated in the color scales shown at
the bottom, and we used different colors for branches derived
from each FS. The more specific simulations using fv , fσ ,
and fτ are provided in Appendix B. The simulated spectra are
largely different compared to the previously reported [37].

The calculated FSs and corresponding orbits are repre-
sented in Fig. 5 for the two orientations corresponding to the
Z and X domains. The calculated FSs consist of six FSs: two
hole FSs (FS7 and FS8) and four electron FSs (FS9, FS10,
FS11, and FS12). We named these FSs after the index of the
bands in the Re 5d t2g manifold. The FSs are strongly different
from the previously reported [37]. FS7 consists of a small
double-conical-shaped pocket at the Z point and even smaller
spherical pockets at the X point. The FS8 comprises a large
pocket at the Z point and a bumpy cylinder extending along
the ct axis. The FS9 to FS12 are located around the � point;
the FS10 to FS12 are roughly spherical, while the FS9 has an
extra part similar to crowns developing up and down.

Supported by the simulation, we assigned the observed
branches to the orbits on the FSs as follows [see Fig. 4(d)]:
The α1 and α2 branches coincide at B ‖ [111]c, and thus, they
are from the cross sections of the same part of an FS in differ-
ent domains. Because they nearly diverge as F ∝ 1/ cos θ or
F ∝ 1/ cos(90◦ − θ ), they correspond to the minimum orbit
on the double-conical-shaped pocket of FS7 surrounding the
Z point. Similarly, the nearly flat β1 and β2 branches originate
from cross sections of the spherical FS12.

The angular dependence of the frequencies and the inten-
sities of the γ1–18 branches are almost consistent with the
simulation for FS8. Particularly, the γ1, γ2, γ4–7, γ11, and γ12

branches corresponding to the large pocket around the Z point
were quantitatively well reproduced in the simulation. These
branches were not reproduced in Ref. [37] because they are
sensitive to the value of U and only appear when U is close
to 4.5 eV, as shown in Appendix A. Note that the pair of
branches {γ3, γ15} arises from cross sections of the same part
of the FS8 in the different domains because they coincide at
B ‖ [111]c; similarly, {γ4, γ5}, {γ6, γ7}, {γ11, γ12}, {γ13, γ14},
and {γ17, γ18} branches are pairs.
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TABLE I. Experimental and calculated parameters of the FSs in phase III.

Experiment Calculation

Field direction Branch F (T) m∗/me Domain FS F (T) mb/me S′′ m∗/mb

〈001〉c α1
a 51 0.99(3) Z FS7 17 0.259 +0.765 3.8(1)

ω1
ab 287 2.4(1)

ω2
ab 313 2.7(1)

β1 342 2.6(1) X, Y FS12 251 0.462 −3.958 5.6(3)
γ1

a 369 3.4(3) Z FS8 204 0.855 +46.338 4.0(3)
β2 446 3.1(2) Z FS12 404 0.729 −8.345 4.2(3)
δ2 X, Y FS11 455 1.019 −3.424
γ2 523 4.6(2) Z FS8 486 1.492 −19.380 3.1(1)
γ3 731 5.4(2) Z FS8 1037 1.088 +8.507 4.9(1)
δ1 Z FS11 885 0.950 −25.468
ζ1 Z FS10 1287 0.780 +0.446
ε3 1740 6.3(4) Z FS9 2258 2.771 +24.902 2.3(1)
ζ2 X, Y FS10 1793 1.043 −6.004
γ10 1824 5.6(1) Z FS8 2072 2.163 −24.702 2.58(5)
ω12

a 1875 11.0(25)
γ11 1921 X, Y FS8 1839 3.513 −18.331
ε4 2072 Z FS9 2323 6.038 +97.817
ε5 2113 5.41(3) X, Y FS9 2332 1.986 −1.660 2.72(2)
ε6 2134 Z FS9 2360 1.653 +3.243
ε7 2280 6.2(1) Z FS9 2406 1.914 −11.383 3.26(5)

〈111〉c α1, α2
a 106 1.77(3) X, Y, Z FS7 34 0.540 +6.708 3.28(5)

ω3
a 285 2.4(2) X, Y, Z

β1, β2 373 3.0(2) X, Y, Z FS12 291 0.586 −4.606 5.1(4)
δ1, δ2 X, Y, Z FS11 528 0.948 −7.911

ω4, ω5
a 570 4.57(5) X, Y, Z

ω7 745 6.6(3) X, Y, Z
ω11 1100 7.5(2) X, Y, Z

γ4, γ5 1361 X, Y, Z FS8 1284 2.616 −4.247
γ6, γ7 1489 X, Y, Z FS8 1427 3.490 −19.915
ζ1, ζ2 X, Y, Z FS10 1642 1.103 −3.115

γ13, γ14 2070 X, Y, Z FS8 2387 2.863 +15.523
ω13 2180 7.5(1) X, Y, Z
γ3

c 2220 7.6(1) Z FS8 2414 3.030 −8.864 2.50(4)
γ15

c 2250 7.94(8) X, Y FS8 2414 3.030 −8.864 2.62(3)

〈110〉c α2
a 74 X, Y FS7 26 0.395 +2.460

β2 342 2.5(2) Z FS12 248 0.489 −2.545 5.2(3)
β1 379 3.3(3) X, Y FS12 319 0.638 −6.242 5.1(5)
ω4 453 3.31(7)
δ1 Z FS11 499 0.955 −7.785
δ2 X, Y FS11 526 0.966 −4.475
ω8 835 4.5(2)
ω9 902 6.4(5)
ω10 1029 4.4(7)
γ6 1355 X, Y FS8 1255 3.673 +1.499
γ9 1440 X, Y FS8 1815 2.371 −14.004
ζ2 X, Y FS10 1831 2.471 −34.839
γ12 1875 Z FS8 1827 3.089 −10.890
ω13 1992
ζ1 Z FS10 1929 2.238 −26.553
γ15 2032 6.3(4) X, Y FS8 2343 2.699 −11.123 2.3(2)
ω14 2140
γ16 2217 6.2(3) X, Y FS8 2506 2.295 +0.609 2.7(2)

aExperimental data for these branches were obtained using magnetic torque data, whereas the others were obtained from the AC magnetic
susceptibility data except for ω14, which is from the electrical conductivity data.
bThese two branches coincide at B ‖ [001]c. Because the effective masses of the torque data were measured slightly away from [001]c, they
split into two peaks.
cThese two branches are expected to coincide at B ‖ [111]c. They split into two peaks probably because of the to misalignment of the sample.
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FIG. 4. (a) Angular dependence of Fourier-transformed spectra measured on the AC magnetic susceptibility, (b) electrical conductivity,
and (c) magnetic torque [37]. The color scales shown at the bottom indicate the relationship between the color and amplitude A. (d) Angular
dependence of the observed frequencies. Higher harmonics are omitted. The lines connecting markers are guides for the eye that are speculated
from the angular variation of frequencies and amplitudes. (e) Angular dependence of Fourier-transformed spectra simulated based on the
calculated electronic states of phase III. Eq. (1) with fq = B1/2/m∗, TD = 0.1 K, and T = 50 mK was used in the simulation, and the field range
of 5–17.5 T was used for the Fourier transformation. Higher harmonics are neglected. Colors indicate the corresponding FSs for each branch,
and the deeper color corresponds to a larger A, as shown in the color scales at the bottom. The branches corresponding to the experimentally
observed branches are labeled. In addition, the δ2, ζ1, and ζ2 branches are labeled for explanation. (f) Enlarged view of (e) for 0 � F � 100 T.

The δ1 branch observed for θ = 44–72.5◦ is ascribed to
FS11. The simulation for FS11 shows that the amplitude of
the oscillations increases significantly around θ = 44–72.5◦
(the more specific simulations in Appendix B show this fea-
ture more clearly), which is because of S′′ being as small
as −0.3.

The angular dependence of the frequencies and the intensi-
ties of the ε1–8 are close to the simulation for the FS9. Notably,
multiple branches ε3–7 observed near θ = 90◦ diverge rapidly
as θ decreases; such splitting and divergence of the branches
reflect that the FS9 has the additional part that is developing
outwards. These features do not emerge from the nearly spher-
ical shape of the FS9 calculated in Ref. [37]. The satisfactory
agreement between the experimental and simulated branches
described above guarantees that our calculation reproduces
most of the real shapes of FSs more closely than those of
Ref. [37].

4. Unidentified branches

Nonetheless, there are still some other branches, ω1–14,
whose origins remain uncertain. We can speculate their ori-
gins to some extent. The ω1–4 and ω7–11 branches may
originate from the crownlike part of the FS9 because we were
unable to observe any of the simulated branches arising from
the crownlike part that are expected below 800 T [compare
Figs. 4(d) and 4(e)]. Perhaps, the crownlike part has a slightly
different shape. As seen in its complex shape, the crownlike
part comprises an intersection of several bands, which is sen-
sitive to small perturbations; therefore, reproducing the shape,
including the fine details, is difficult.

For the ω5 and ω6 branches, we observed three branches
between them, which are significantly reminiscent of the mag-
netic breakdown [39,51,52]. The central angle of this fivefold
split structure is approximately 60◦, which is close to the
direction in which the crownlike part develops. Thus, we
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speculate that the ω5 and ω6 branches arise from the magnetic
breakdown between FS9 and FS8 or between FS9 and FS10.

The ω12 branch might be ascribed to a splitting of γ11

caused by the misalignment of the crystal, which lifts the
degeneracy of the branches arising from the X and Y domains.
Similarly, the ω14 branch may be ascribed to the splitting of
γ15 caused by misalignment of the crystal.

However, the ω13 branch cannot be explained by a similar
splitting of the γ15 branch because more splitting of up to four
branches (just above and below ω13) was observed around the
γ15 branch in the modulation method [see Figs. 4(a) and 4(d)].
Recalling that the orthorhombic distortion to F222 splits the
X and Y domains into two different domains for each, the
fourfold splitting of the γ15 branch is possibly a hallmark
of the symmetry reduction to F222 (see Appendix C for a
discussion of the symmetry at the lowest temperature).

5. Nonobserved branches

We briefly mention the simulated branches, ζ1 and ζ2, ex-
pected from FS10 that were not experimentally observed. We

did not observe any frequency from FS10, which is in contrast
with the fact that we observed almost all branches expected
from FS8. The absence of FS10 is unlikely in the viewpoint of
the carrier compensation between the electrons and holes. The
m∗ and S′′ values simulated for the ζ1 and ζ2 branches were
small; particularly, m∗ and S′′ calculated for the ζ1 branch in
B ‖ 〈001〉 were 0.780 and 0.446, respectively, both of which
are smaller than those of any branches belonging to FS8 (see
Table I). Therefore, the absence of frequencies from FS10
might indicate that the effective masses of the orbits on FS10
are more enhanced than those on FS8. Appendix D describes
the m∗/mb distribution on each FS orbit, where mb is the bare
band mass.

B. Electronic states

1. Optimized crystal structure

The agreement between the experimental and simulated re-
sults of the quantum oscillations guarantees the validity of our
calculation and enables us to discuss the relationship between
the crystal structure and the electronic states of Cd2Re2O7.
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FIG. 6. (a) Atomic displacements (azure arrows) around a Re atom and (b) Re4 tetrahedral unit in the optimized crystal structure for phase
III. Note that the atomic displacements of Re atoms are antiparallel to the electric dipoles (green arrows), but they are too small to display.
(c) Electric dipoles and electric toroidal dipoles (blue arrows) associated with the potential gradient around the Re atom are depicted on a Re
pyrochlore lattice. (d) Coordination environment around the CdO8 dodecahedron. (e) Electric dipoles and electric toroidal dipoles associated
with the Cd displacements are depicted on a Cd-O(4) zincblende network interpenetrating a Re pyrochlore lattice. Note that the electric dipoles
are antiparallel to the Cd displacements.

First, we compare the optimized structure of phase I with
the experimental data. There are two variable parameters in
the structure of phase I: the lattice constant a and the atomic
coordinate x of the O(2I) site (x, 1/8, 1/8) [see Fig. 1(a)]
[53]. The optimized a is 10.2382 Å, which is slightly larger
than the reported values 10.225–10.226 Å taken at room tem-
perature [14,38,54,55], and almost consistent with 10.2358 Å
taken at 250 K [55]. Thus, the calculated lattice constant
reproduces the experimental values within a typical error of
the order of 1%. The optimized x is 0.3172, which agrees
well with the experimental values in the range of 0.315–0.319
[14,38,54,55]. Therefore, our optimized structure of phase I
is consistent with the experiments; thus, that of phase III may
also be reliable.

Next, we examine the optimized structure of phase III.
Figure 6(a) shows the optimized structure of the ReO6 units of
phase III. The azure arrows indicate the direction and relative
magnitude of the atomic displacements with respect to phase
I. The O(1I) site surrounding a Re atom splits into three differ-
ent sites: O(1), O(2), and O(3) (the absence of the “I” subscript
of site numbers of oxygen indicates the notation for phase III).
Table II lists the atomic coordinates of the optimized structure
of phase III, together with the experimental results obtained at
4 K using neutron diffraction [50] and at 90 K using x-ray
diffraction [38]. For reference, the displacements from the
nondistorted coordinates in phase I are also listed. The atomic

displacements in the optimized structure except for Re are
larger than the measured displacements. The difference of the
Re displacement between the calculation and experimental
results may not be important because the displacement is quite
small. The direction of the O(2) displacement in the calcula-
tion and experiments are opposite. This may be explained by
the electrostatic repulsion between O(2) and O(1); in the cal-
culation, O(2) is repelled from O(1) because the displacement
of O(1) is larger than that in the experiments.

The structural parameters may have temperature depen-
dences because the displacements at 4 K are larger than those
at 90 K. This is plausible because the order parameters are
coupled with the structure and become smaller at higher
temperatures. Indeed, physical properties show temperature
dependences in phase III [19,20,24,56]. As a continuous and
drastic change in magnetic torque is observed below 20 K
[33], the electronic states and the structural parameters may
drastically change at lower temperatures; this is in stark con-
trast to ordinary structural transition, in which significant
structural change occurs only near the transition temperature
and ceases at low temperatures. Note that our calculation cor-
responds to the limit of absolute zero temperature. Although
the optimized structural parameters do not always agree with
the experiments, the difference between the optimized struc-
ture and the measured one obtained at 4 K may reflect the
evolution of the electronic states even below 4 K.
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TABLE II. Comparison of the optimized atomic coordinates of phase III with the reported experimental results at 4 K [50] and 90 K
[38]. The upper half shows the atomic coordinates x, y, and z. The lower half shows the displacements from the nondistorted coordinates (the
optimized structure of phase I) δx, δy, and δz.

Optimizeda 4 Kb 90 Kc

x y z x y z x y z

Cd 8 f 0.51311 1/4 1/8 0.51036 1/4 1/8 0.5041(6) 1/4 1/8
Re 8 f 0.99838 1/4 1/8 0.99911 1/4 1/8 0.9967(3) 1/4 1/8
O(1) 8d 0.17407 0.17407 0 0.18517 0.18517 0 0.1880(20) 0.1880(20) 0
O(2) 8c 0 0 0.19412 0 0 0.18747 0 0 0.1896(14)
O(3) 8e 0.20635 0.79365 0 0.20572 0.79428 0 0.1970(20) 0.8030(20) 0
O(4) 4b 0 0 1/2 0 0 1/2 0 0 1/2

δx δy δz δx δy δz δx δy δz

Cd 8 f +0.01311 0 0 +0.01036 0 0 +0.0041(6) 0 0
Re 8 f −0.00162 0 0 −0.00089 0 0 −0.0033(3) 0 0
O(1) 8d −0.01809 −0.01809 0 −0.00699 −0.00699 0 −0.0042(20) −0.0042(20) 0
O(2) 8c 0 0 +0.00196 0 0 −0.00469 0 0 −0.0026(14)
O(3) 8e +0.01419 −0.01419 0 +0.01356 −0.01356 0 +0.0048(20) −0.0048(20) 0
O(4) 4b 0 0 0 0 0 0 0 0 0

aCell parameters are fixed to a = ac/
√

2, c = ac, where ac is the optimized lattice constant in phase I (10.2382 Å).
bData were measured using neutron diffraction. The cell parameters are a = 7.239 Å, c = 10.242 Å. As the reported coordinates are in the
opposite chirality relative to ours, we reversed the chirality of their data.
cData were measured using x-ray diffraction. The cell parameters are a = 7.2313(4) Å, c = 10.2282(6) Å.

2. Changes in the band structures

The calculated band structures for phases I and III are
shown in Figs. 7(a) and 7(b), respectively. Because phases I
and III have the same sizes of the Brillouin zone, for clarity,
we used the high-symmetry k-point notation of phase III for
phase I, as indicated in Fig. 5. We also used the same vacuum
levels in the calculations for phases I and III; therefore, the
small difference in EF is essential. We define the zero of
energy as the EF in phase III. The band structure of phase I
is almost consistent with those of previous reports [57,58]:
The EF lies on the Re t2g bands. The spherical hole pocket lies
around the S point, whereas two electron pockets are nested
around the � point.

In the band structure for phase III, the number of band lines
is doubled because of the SOI-induced spin splitting asso-

ciated with inversion symmetry breaking. Besides, the band
width becomes broader, and EF is increased by 89 meV. The
calculated carrier number of electrons or holes in phase III
is 8.7×1020 cm−3, which almost agrees with 8.0×1020 cm−3

determined by the Hall effect [19].

3. Density-of-states broadening

The difference of the electronic states between phases I and
III is more apparent in the calculated DOS shown in Fig. 7(c).
In phase I, EF lies on a shoulder of peak. The DOS at EF

is 14.60 states eV−1 and per formula unit (f.u.) (spin degen-
eracy is included), which is dominated by heavy hole bands
possessing twelvefold degeneracy due to the six �-Z(X) lines.
In phase III, the peak is broadened due to structural distortion.
Therefore, the EF increases, and the DOS at EF decreases to
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FIG. 7. (a) Calculated band dispersions for phase I and (b) phase III. The EF’s are indicated as horizontal dashed lines. For phase I, the
same k-point notations with phase III are used. (c) Total DOS for phases I and III. (d) PDOS of the Re 5d , O(1) 2p, O(2) 2p, and O(3) 2p
states in phase III (right), and the corresponding states in phase I (left). Note that the PDOS corresponding to the O(1) 2p, O(2) 2p, and O(3)
2p states in phase I are equivalent to the O(1I) 2p states.
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TABLE III. Bond angles and lengths in the optimized crystal
structures of phases I and III.

Angle Length (Å)a

Phase I
∠Re-O(1I)-Reb 138.39◦ Re-O(1I)b 1.9361
Phase III
∠Re-O(1)-Re 148.59◦ Re-O(1) 1.8867
∠Re-O(2)-Re 137.29◦ Re-O(2) 1.9433
∠Re-O(3)-Re 130.87◦ Re-O(3) 1.9836

aCell parameters in phase III are fixed to a = ac/
√

2, c = ac, where
ac is the optimized lattice constant in phase I (10.2382 Å).
bO(1), O(2), and O(3) sites in phase III are equivalent to O(1I) site in
phase I.

7.68 states eV−1 f.u.−1, which corresponds to the bare band
specific heat coefficient γb = 9.05 mJ mol−1 K−2. Compared
with the measured value of γ = 30.15 mJ mol−1 K−2 [12], we
obtain a total mass enhancement factor of 〈m∗/mb〉 = γ /γb =
3.33 at the lowest temperature. The decrease in the DOS at EF

from phases I to III is approximately 50%, which agrees well
with the experimental estimation [17,19].

Notably, the DOS broadening results in an increase in the
DOS in the lower energy region (−0.6 to −1.0 eV), which
significantly contributes to the stabilization of phase III rel-
ative to phase I. The corresponding changes in the Re-O
bonding state can be seen in the optimized crystal structure
[see Fig. 6(b)]. The bond angles and lengths in the optimized
structures are summarized in Table III. The Re-O(1)-Re an-
gle rises from 138.39◦ in phase I to 148.59◦ in phase III.
Generally, the increase in the B-O(1I)-B angle in pyrochlore
oxide A2B2O(1I)6O(2I) enhances the overlap between the
B t2g and O(1I) 2p orbitals [59,60]; thus, the orbital overlap
of the Re-O(1) bond is enhanced in phase III. In contrast, the
Re-O(3)-Re angle decreases to 130.87◦ in phase III, which
diminishes the orbital overlap. In terms of bond length, the Re-
O(1) becomes shorter, whereas the Re-O(3) becomes longer in
phase III, both of which are consistent with the enhancement
and reduction of the orbital overlap, respectively. As the en-
hancement (reduction) of the orbital overlap generally results
in (de)stabilization, the changes in the Re-O bonding states
broaden the DOS.

However, DOS broadening has another aspect. To see the
details of DOS broadening, we calculated the projected DOS
(PDOS) of the Re 5d , O(1) 2p, O(2) 2p, and O(3) 2p states
in phase III and the corresponding states in phase I, as shown
in Fig. 7(d). The states near EF are primarily composed of
Re 5d states and a small amount of O(1–3) 2p states, as
expected, whereas the contributions from the other states,
such as Cd 4d , are negligibly small (not shown). In phase
III, the contributions of the O(1), O(2), and O(3) states vary
in energy: Among the O 2p states, the O(3) 2p states are
dominant in the occupied low-energy states, whereas the O(1)
2p states are dominant in the unoccupied high-energy states.
This indicates that the O(3) 2p states are stabilized, whereas
the O(1) 2p states are destabilized in phase III. This appears
to be inconsistent with the changes in the Re-O bonds in the
crystal structure.
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FIG. 8. Total energy change ΔE as a function of the normalized
atomic displacement magnitude d (X ) for the selected crystallo-
graphic sites X . Here, X is a subset of the crystallographic sites in
phase III: {Cd, Re, O(1), O(2), O(3)}. In a structure corresponding
to d (X ), only the selected sites X are displaced, from the optimized
structure of phase I. The magnitude of displacements is multiplied
by d (X ) relative to those in the optimized structure of phase III. The
displacements in the other sites are fixed to zero.

This counterintuitive consequence stems from the elec-
trostatic potential associated with the Cd ion. As shown in
Figs. 6(a) and 6(d), the O(3) displacement is in the direction
approaching the Cd, whereas the O(1) displacement is in
the direction away from the Cd. In addition, the Cd itself is
displaced toward the O(3). Because the Cd ion is positively
charged, the closer to the Cd, the lower the energy of the
negatively charged O ions and vice versa. Thus, the changes
in the O(1) 2p and O(3) 2p states in PDOS reflect the changes
in the atomic levels. It seems that the changes in both the
Re-O bonding states and the atomic levels of O 2p states are
involved in DOS broadening.

4. Essential atomic displacements on energy gain

To analyze the factors that contribute to the energy sta-
bilization in phase III, we examined the contribution of the
atomic displacement of each site. We calculated the evolution
of energy starting from phase I along with displacements of
the selected crystallographic sites. Figure 8 shows the energy
difference (ΔE ) as a function of the normalized displacement
magnitude [d (X )]. Here, X is a subset of crystallographic
sites in phase III, {Cd, Re, O(1), O(2), O(3)}. In a structure
corresponding to d (X ), only the selected sites X are displaced
with a magnitude multiplied by d (X ) which is relative to those
in the optimized structure of phase III, with the displacements
of other sites fixed to zero; i.e., d (X ) = 0 corresponds to the
structure of phase I and d (X ) = 0.4 with X = {O(1), O(3)}
corresponds to a structure in which only O(1) and O(3) are
displaced by a factor of 0.4.

First, the contributions of Re and O(2) to the energy change
are small because their magnitudes of displacement are tiny.
Next, the displacement of any single crystallographic site does
not achieve any energetic benefit. This can be interpreted as
follows: Even if only the O(3) approaches the Cd and gains
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electrostatic stabilization, destabilization caused by the elon-
gated Re-O(3) bond may be even larger.

Subsequently, considering the combination of displace-
ments, we find that the subset X = {O(1), O(3)} produces an
energy gain, whereas X = {Cd, O(1)} and X = {Cd, O(3)}
do not. This indicates that the combination of the O(1) and
O(3) displacements plays an essential role in the stability of
phase III. These displacements result in shortened Re-O(1)
and elongated Re-O(3) bonds, which is the bond-ordered state
corresponding to the 3z2 − r2-type ETQ order proposed in
Ref. [6].

Finally, adding Cd displacement here provides an energy
stabilization to the same extent as when all sites are dis-
placed. Notably, the additional Cd displacement significantly
enhances the energetic benefit and increases the magnitude
of displacements at the minimum energy compared with the
case of X = {O(1), O(3)}. It seems that the Cd displacement
enhances the Re-O bond order by electrostatically attracting
O(3), reducing the electrostatic repulsion between O(3) and
O(1) and then allowing the even shorter Re-O(1) bond. In this
sense, the Cd displacement can be interpreted as an assistive
process of the bond-ordered state to produce additional stabi-
lization.

5. ETQ order in the crystal structure

It is instructive to visualize the ETQ moments in the
optimized crystal structure appearing because of the bond-
ordered state. For this purpose, we depicted the charge density
difference between phases I and III within the plane con-
taining the Re, O(1), and O(3) sites in Fig. 9(a) [see the
three-dimensional coordination environment around the Re
site shown in Fig. 6(a)]. The O(3) and Cd displacements cause
a relative increase in the charge density within the region sur-
rounded by the Cd and O(3) sites. In addition, at the opposite
location of the Re, the O(1) and Cd displacements cause a
relative decrease in charge density. Therefore, there is a charge
density gradient around the Re site.

Although Cd2Re2O7 is metal, this local “electric dipole”
is not screened by conduction electrons. This is because the
scale of the Thomas-Fermi screening is the order of an inverse
of the Fermi wave number ∼k−1

F [61], which is comparable to
several angstroms [62]. Hence, a local potential gradient exists
around Re, as shown in Fig. 9(b). Thus, Re 5d electrons expe-
rience a large antisymmetric SOI (ASOI), as demonstrated by
the giant spin splitting in the hole FSs.

The directions of the electric dipoles at the Re sites are
represented in Fig. 6. The electric dipoles in a Re4 tetrahedral
unit form two opposing uniaxial electric toroidal dipole mo-
ments, which is equivalent to a 3z2 − r2-type ETQ moment
in total [see Fig. 2 and the notation in Fig. 6(c)]. In the
entire Re pyrochlore network, the ETQ moments align in the
same orientation on each Re4 tetrahedral unit. Note that in
the opposite chirality domain, the direction of the ETQ mo-
ment is the opposite. Because this ETQ order occurs in the
metallic state, we will call this the metallic ETQ order.

It is worth pointing out that we can find another ETQ
moment in the Cd-O(4) zincblende network by considering
the displacement of the Cd as an electric dipole, as depicted
in Fig. 6(e). This is because Re and Cd are located at the
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FIG. 9. (a) Charge density difference between structures of
phases I and III through the plane containing the O(1) and O(3)
sites with d (X ) = 0, surrounding a Re. [For d (X ) �= 0, they are not
exactly on the same plane.] Note that the charge density drops around
the core owing to the use of pseudopotentials. (b) Total potential map
calculated for the optimized crystal structure for phase III in the same
plane as in (a). The interval of contour levels is 25 eV.

same Wyckoff position 8 f . Interestingly, the sign of the ETQ
moment is the same as the former one in the Re4 tetrahedra.
However, the former is more essential than the latter because
the Re 5d electrons dominate the electronic states near the EF.

We would like to emphasize that the metallic ETQ or-
der found in the optimized crystal structure (in real space)
and spin-split FSs shown in Fig. 5 (in momentum space)
correspond to each other through our calculation. Thus, the
agreement of the FSs between the experiments and the calcu-
lation provides indirect evidence of the metallic ETQ order.
Therefore, our results provide a microscopic picture of the
order in the real and momentum spaces of Cd2Re2O7 at the
lowest temperature.

IV. DISCUSSION

A. Electron-âphonon and electron-âelectron interactions

The mass enhancement, compared with the electronic
structure calculation using the conventional DFT method, is
caused by the many-body interactions not included in the
calculation. It is empirically known that even the DFT +
U calculation hardly includes the mass enhancement [63].
Thus, we can approximately evaluate the mass enhancement
factor by comparing the experimentally obtained m∗ with mb

calculated by DFT + U method. The 〈m∗/mb〉 represents the
FS-averaged enhancement factor, which can be expressed as

〈m∗/mb〉 = (1 + λep)(1 + λee), (2)
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where the λep and λee are the electron-phonon and electron-
electron coupling parameters, respectively.

The strengths of the electron-phonon and electron-electron
interactions in Cd2Re2O7 have been controversial. The
low-temperature coefficient of the T 2 term (A) in electrical re-
sistivity is one of the indicators of the electron-electron inter-
action as it reflects the electron-electron scattering. The value
of A was evaluated as 9(4)×10−3 μ� cm K−2 [12] after sub-
tracting the Koshino-Taylor contribution due to the nonmag-
netic impurity scattering [64,65]. The Kadowaki-Woods ratio
RKW = A/γ 2 using A is 10(5) μ� cm mol2 K2 J−2, which is
comparable to the universal value ∼10 μ� cm mol2 K2 J−2

[66] for the heavy fermion system, even though 〈m∗/mb〉
of Cd2Re2O7 is considerably smaller than those observed
in heavy fermion materials (100–1000). Thus, the electron-
electron interaction in Cd2Re2O7 is presumably strong.

For the electron-phonon coupling, all experiments on the
superconducting properties provide evidences of the weak-
coupling nature: The superconducting gap �(0) and the
magnitude of the specific heat jump ΔCe at Tc were evalu-
ated as �(0)/kBTc = 1.84–2.5 [17,31,67,68] and ΔCe/γ Tc =
1.15–1.29 [30,31], respectively, both of which are compara-
ble to the weak-coupling Bardeen-Cooper-Schrieffer (BCS)
values (1.76 and 1.43, respectively). Therefore, the electron-
phonon coupling should be small.

In contrast, the small spin magnetic susceptibility χs =
1.38×10−4 cm3 mol−1 and large γ yield an anomalously
small Wilson ratio RW = 0.34 [17,19], which is generally
unity for free electrons and two for strongly correlated elec-
trons [69]. Such a small value of RW typically indicate that the
electron-electron coupling is small and/or the strong electron-
phonon coupling mostly enhances γ but not χs.

To overcome these discrepancies, we evaluated the λep

and λee to facilitate the quantitative discussion. With the as-
sumption of a phonon-mediated BCS superconductivity in
Cd2Re2O7, the McMillan equation [70] yields the λep as

λep = μ∗ ln (1.45Tc/�D) − 1.04

(1 − 0.62μ∗) ln (1.45Tc/�D) + 1.04
(3)

for μ∗ � λep � 1.5, where �D is the Debye temperature mea-
sured as 458 K [31], and μ∗ is the Coulomb pseudopotential
parameter. Using the Benneman and Garland empirical for-
mula [71], μ∗ can be estimated as

μ∗ = 0.26N (EF)

1 + N (EF)
, (4)

where N (EF) is the DOS at EF in units of states eV−1 atom−1.
Because N (EF) = 0.698 from our calculation, μ∗ is calculated
as 0.107, which is slightly lower than the standard value of
0.13. Therefore, λep is obtained from Eq. (3) as 0.380. This
value is consistent with the weak-coupling scenario. Subse-
quently, using 〈m∗/mb〉 and λep values, we obtain λee = 1.41;
this indicates that m∗ is mainly enhanced by the electron-
electron interaction, as expected from the RKW. The large λee

is in line with the fact that we need U = 4.5 eV to repro-
duce the observed FSs in our calculation. By comparing the
λep, λee, and RW values with related compounds, it is clear
that a small RW value does not necessarily indicate a small
electron-electron interaction and/or a large electron-phonon

interaction and that there is a hidden factor making RW small
(see Appendix E).

B. Driving force of the metallic ETQ order

In the early study, the mechanism of the phase transition
from phase I to the noncentrosymmetric phases was specu-
lated as being similar to a band Jahn-Teller effect [19], where
the energy of the occupied (unoccupied) band decreases (in-
creases) owing to symmetry reduction. Indeed, according to
our study, half of the spin-split hole FS (FS7) almost dis-
appears, and the other part of the spin-split hole FS (FS8)
becomes significantly large in phase III (see Fig. 5); this
situation is similar to the spin-split version of the band Jahn-
Teller effect associated with an inversion-symmetry breaking.
In addition, in terms of the DOS, the band Jahn-Teller effect
is characterized by large DOS in a high symmetry phase [21],
which is also the case with Cd2Re2O7 where EF lies on the
shoulder of the DOS peak in phase I [see Fig. 7(c)]. However,
our calculation revealed that this is only partially true and
is not likely the total picture of the phase transition. This is
because EF rises from phase I to III owing to DOS broadening;
therefore, the energy gain by spin splitting near EF is limited.

Another mechanism recently theoretically proposed in
Ref. [3] is the odd-parity electronic nematic state driven by
Pomeranchuk-type Fermi-liquid instability in the p-wave spin
interaction channel. This instability arises when metals with
inversion symmetry have both a strong SOI and electron-
electron interaction. Indeed, we confirmed the large spin
splitting of the FSs owing to the strong SOI and obtained
a λee of 1.41, which highlights the strong electron-electron
interaction. The theory predicts the formation of the odd-
parity multipolar order as a consequence of a Fermi-liquid
instability, which is consistent with the metallic ETQ order in
our optimized crystal structure. Importantly, the bond order of
Re-O(1) and Re-O(3) associated with the metallic ETQ order
plays an essential role in the energy stabilization in phase III.
In this respect, it is plausible that the metallic ETQ order in
phase III is driven by a Fermi-liquid instability.

V. CONCLUSION

We studied the electronic states of Cd2Re2O7 at the lowest
temperature by combining quantum oscillations and elec-
tronic structure calculations. Based on the optimized crystal
structure obtained by the DFT + U calculation with the sym-
metry constrained to the I4122 space group, we successfully
obtained the electronic states that satisfactorily reproduced
complex spectra of the observed quantum oscillations. The de-
termined FSs highlight the giant spin splitting in the hole FSs,
demonstrating the strong influence of the ASOI. In addition,
we confirmed the strong electronic correlation by evaluating
the λee as 1.41. In the optimized crystal structure, we visu-
alized the 3z2 − r2-type metallic ETQ order characterized by
the potential gradient around the Re sites owing to the Re-O
bond order. Our results demonstrate the microscopic picture of
the metallic ETQ order in real and momentum spaces, which
is presumably driven by a Fermi-liquid instability associated
with the strong SOI and electronic correlation.

As future prospects, we expect the quantitative prediction
of the various properties anticipated in the metallic ETQ state
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in phase III based on the electronic states obtained in this
study. In addition, to observe the off-diagonal responses in
experiments, it is inevitable to align not only the tetrago-
nal domains [20] but also the chirality domains observed in
Ref. [35]. Thus, a method to produce an energy difference
between the opposite chirality domains is required. If one
can quantitatively estimate the possible ways to achieve this
based on the calculated electronic states, it will significantly
promote the realization of experiments. In addition, we expect
that the parameters and techniques used in this study will be
applied to elucidate the electronic states of phase II and high-
pressure phases. Furthermore, in our study, we were unable
to clarify how the strengths of the electronic correlation and
SOI are involved in determining the ordering manner. Thus,
it would be interesting to investigate the hypothetical stable
structures by varying these parameters using the technique
demonstrated in Ref. [72].
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APPENDIX A: U AND J DEPENDENCES
OF THE OPTIMIZED STRUCTURE
AND THEIR ELECTRONIC STATES

Figure 10(a) shows the U dependence of the atomic dis-
placements in the optimized structure of phase III with J fixed
to 0.3 eV. Displacements δx or δz of Cd, Re, O(1), O(2),
and O(3) are measured from the phase I structure optimized
with U = 4.5 eV and J = 0.3 eV and are plotted against U .
The vertical axes are oriented such that the upper part of the
graph corresponds to larger displacements. At U = 0 eV, the
magnitudes of all displacements are considerably larger than
the experimental values obtained at 4 K (see Table II). As U
increases, the relatively large displacements of Cd, O(1), and
O(3) decrease at accelerated rates and approach the experi-
mental values. For atoms with relatively small displacements,
the Re displacement exhibits a monotonic increase with in-
creasing U , whereas the O(2) displacement has a minimum at
approximately U = 4 eV and increases for higher U values.

Corresponding to the optimized structures with various
U values, the carrier number of electrons (ne) or holes (nh)
varies with U . Figure 10(b) shows the ne (=nh) as a function
of U . At U = 0 eV, ne = 6.0×1020 cm−3, which is slightly
smaller than the experimental value 8.0×1020 cm−3 [19]. As
U increases, ne increases and approaches the experimental
value at approximately U = 4.0–4.5 eV.

Figures 11(b), 11(c), 11(d), and 11(e) show the simulated
Fourier-transformed spectra as a function of field direction
based on the crystal structures optimized with U = 0, 4.0,
4.5, and 5.0 eV, respectively. A typical fq = B1/2/m∗ is used
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FIG. 11. (a) Angular dependence of the observed frequencies without higher harmonics. This is the same as Fig. 4(d). (b) Angular
dependence of the Fourier-transformed spectra simulated based on calculated electronic states optimized with U = 0.0 eV, (c) U = 4.0 eV,
(d) U = 4.5 eV, and (e) U = 5.0 eV. J is fixed to 0.3 eV. In all calculations, Eq. (1) with fq = B1/2/m∗, TD = 0.1 K, and T = 50 mK were
used for the simulations of quantum oscillations, and a field range of 5–17.5 T was used for the Fourier transformation. Higher harmonics are
neglected. The colors indicate the corresponding FSs for each branch, and a deeper color corresponds to a larger amplitude (A), as shown in
the color scales at the bottom. (d) is the same as Fig. 4(e).

in the simulation. As indicated by the same color scales as
those shown in Fig. 4(e), shown at the bottom, the deeper
color corresponds to a larger amplitude, and we used different
colors for the branches derived from each FS. Figure 11(a)
is the angular dependency of the observed fundamental fre-
quencies shown for the ease of comparison. At U = 0 eV,
the spectra are completely different from those of the experi-
ments; the sizes of FS11 and FS12 are too small, and the ε3–7

branches of FS9 are absent. At U = 4.0 eV, the spectra are
similar to the experimental results but still have insufficient
parts; the γ1, γ2, γ4–7, γ11, and γ12 branches derived from
the large hole pocket of FS8 around point Z are completely
absent. At U = 4.5 eV, we obtained the simulation closest to
the experimental results as described in the main text. This
U value agrees with the range in which the carrier number
coincides with the experiment. At U = 5.0 eV, the spectra
become different from the experimental results; the ε6, γ5,
and γ12 branches become larger than those at U = 4.5 eV.
Therefore, we conclude that the calculated electronic structure
with U = 4.5 eV best describes the real electronic structure.

This U value is slightly larger than U = 3.0 eV used in a
previous study [38]. However, the value used in the previous

study was calculated for impurity states in Rb [73]. In general,
U is not transferable from one material to another. For ref-
erence, we obtained U = 4.2 eV from the calculation based
on the phase I structure of Cd2Re2O7 and using the linear-
response method as implemented in QUANTUM ESPRESSO [74].
This value is consistent with U = 4.5 eV determined by the
quantum oscillation spectra. Therefore, our conclusion of
U = 4.5 eV is reasonable from a computational viewpoint.

Next, we present the dependence of the optimized struc-
tural parameters and their corresponding electronic states on
J with U fixed at 4.5 eV. Figure 10(c) shows the dependence
on J of the atomic displacements in the optimized structure
of phase III. It is apparent that the variation in the struc-
tural parameter is minimal in the range of J = 0.1–0.5 eV.
Figure 12 compares the simulated Fourier-transformed spec-
tra corresponding to the calculation conditions and the
structural parameters given in Fig. 10(c). The differences in
the quantum oscillation spectra are almost negligible. There-
fore, it is difficult to determine a reasonable value of J by
comparing the simulated and observed spectra, and thus the
use of a typical value of J = 0.3 eV does not affect our
results.
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APPENDIX B: SIMULATED FOURIER-TRANSFORMED
SPECTRA

Figures 13(a), 13(b), and 13(c) show the color image of the
Fourier transformed spectra as a function of the field direction
calculated using fv , fσ , and fτ , respectively.

APPENDIX C: LOW TEMPERATURE SYMMETRY

Most of the observed quantum oscillations can be repro-
duced well using electronic states calculated based on the
I4122 space group. Therefore, the symmetry of the crystal
at the lowest temperature seems to be “almost” I4122. How-
ever, a fourfold split structure was observed around the γ15

branches, suggesting the possibility that the X and Y domains
of the I4122 phase may split into four types because of the tiny
orthorhombic distortion. Actually, there are two other possi-
bilities: twinning in the crystal and the magnetic breakdown
between adjacent orbits. The former is unlikely because simi-
lar splits have not been observed in other branches originating
from the X and Y domains. The latter is also unlikely because
the fourfold split structure is visible over a wide angular range

of ±θ = 0–30◦. Hence, we focus on the possibility of the tiny
orthorhombic distortion.

The energies of phases II (I 4̄m2) and III (I4122) are sus-
pected to be very close [56]. In addition, a linear combination
of distortions in the I 4̄m2 and I4122 phases results in the
orthorhombic phase of the F222 space group. Therefore, if
a quantum fluctuation occurred from the I4122 phase to the
I 4̄m2 phase, it would possibly appear as a small distortion
to the orthorhombic F222 phase. Reference [56] pointed out
that the T1u soft phonon mode corresponding to the distortion
in the I 4̄m2 phase may be related to the emergence of super-
conductivity if the symmetry of the low-temperature phase is
I4122. It is possible that the fluctuation of the T1u soft phonon
mode freezes and appears as a tiny distortion to the F222
symmetry. As far as we infer from the size of the splitting of
the γ15 branch, this distortion to the orthorhombic structure is
so small that it may be difficult to observe, even using methods
such as x-ray diffraction. The presence of this small distortion
to the F222 phase should be verified using high-precision
measurements such as NMR.

We also need to supplement our results on structural opti-
mization with the symmetry constrained to the F222 space
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FIG. 13. (a) Angular dependence of the Fourier-transformed spectra calculated for the AC magnetic susceptibility using the modulation
method, (b) electrical conductivity, and (c) magnetic torque. A field range of 5–17.5 T, TD = 0.1 K, and T = 50 mK were used. Higher
harmonics are neglected.

group, which is mentioned in the main text. Because the
symmetry breaking to the F222 phase, if present, would be
expected to be very small, a calculation with insufficient ac-
curacy may easily diminish the stability of the F222 phase.
Thus, a calculation method superior to the one we have used
would possibly enable the F222 structure to be stabilized in
the calculation. This point would have to be verified in future
studies.

APPENDIX D: DISTRIBUTION OF CYCROTRON
EFFECTIVE MASS ON EACH ORBIT

Here, we focus on the m∗/mb for each orbit of FSs.
Figure 14 shows the m∗/mb of each orbit as a function of
F . The observed m∗/mb’s are distributed near the 〈m∗/mb〉.
A closer look shows that the small F ’s vary relatively widely
around 〈m∗/mb〉. This is generally because the smaller the F ,
which is proportional to the cross section of the FS, the more
susceptible to effective mass distribution on FSs. In contrast,
large F values are concentrated at approximately 2.5, which is
smaller than 〈m∗/mb〉; this is slightly different from the cases
of KOs2O6 [75] and CsOs2O6 [76], where the m∗/mb’s are
uniformly distributed above and below 〈m∗/mb〉. Recalling
that we anticipate a large m∗/mb in FS10, where no oscillation
was observed despite the large simulated amplitude, we might
suspect that only m∗/mb in FS10 is exceptionally large among

the FSs [77]. This was completely unexpected because the FSs
of Cd2Re2O7 consist of intricately hybridized and spin-split
bands; thus, there may be no reason for the mass enhancement
to be large only at a particular FS [78]. This remains a mystery
and should be revisited in future studies.

FIG. 14. Orbit-resolved mass enhancement factors m∗/mb from
quantum oscillations as a function of frequency F . Data for KOs2O6

[75] and CsOs2O6 [76] are shown for comparison. Different symbols
are used for different FSs of Cd2Re2O7, as indicated by the legend
in the figure. The horizontal dashed lines indicate the 〈m∗/mb〉 eval-
uated by γ and γb.
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TABLE IV. Comparison of the Tc, 〈m∗/mb〉, λep, λee, RKW, and RW values with related compounds.

Compound Tc (K) 〈m∗/mb〉 λep λee RKW (μ� cm mol2 K2 J−2) RW

Cd2Re2O7 0.97 3.33 0.380 1.41 ∼10 0.34 [17,19]
KOs2O6 [79] 9.6 7.3 1.8a 1.3a 29 0.14
RbOs2O6 [79] 6.28 4.38 1.33a 0.65a 16 0.36
CsOs2O6 [79] 3.25 3.76 0.78a 1.11a 4.3 0.48
Th7Co3 [80] 1.80 1.33 0.56 −0.15b 3.1 0.3
κ-(BEDT-TTF)2Cu(NCS)2 [81] 10.4 3.9 0.33c 2.0 –d 0.97e

aThe λep value is evaluated using the McMillan formula refined by Allen and Dynes [82] with strong-coupling correction [83]. The λee value
is evaluated as the residual enhancement of γ .
bProbably, λep is slightly overestimated.
cThe λee value is evaluated using the cyclotron resonance spectra, where only the electron-phonon interaction affects electrons.
dThe value is 1.8×107 μ� cm mol2 K2 J−2, which is not appropriate for comparison with the others because dimensionality has a significant
effect [84].
eEvaluated from χs and γ from Refs. [85,86], respectively.

APPENDIX E: COMPARISON OF λep AND λee

It is instructive to compare the obtained values with
the related compounds; the Tc, 〈m∗/mb〉, λep, λee, RKW,
and RW values are compared in Table IV with AOs2O6

(A = K, Rb, Cs), Th7Co3, and κ-(BEDT-TTF)2Cu(NCS)2
The β-pyrochlores, AOs2O6, show rattling-induced
superconductivity [79] and share a similarity with Cd2Re2O7

in terms of the 5d pyrochlore metallic system. The λee and
RKW values of Cd2Re2O7 and AOs2O6 are comparable.
Thus, the strong electron-electron coupling may have an
intrinsic origin in the pyrochlore lattice of the 5d system. In
contrast, λep of Cd2Re2O7 is smaller than any of the AOs2O6.
This is because AOs2O6 exhibits enhanced electron-phonon
interaction due to the rattling, whereas Cd2Re2O7 does not.
In AOs2O6, the electron-phonon coupling enhanced by the
rattling increases in the order of A = Cs, Rb, and K, as

evidenced in λep. Hence, the small RW values are understood
because of the enhanced electron-phonon coupling because
the RW decreases in that order [79]. However, the RW values of
RbOs2O6 and CsOs2O6 are smaller than unity, although they
are relatively close to the weak-coupling superconductors. In
addition, in Th7Co3, a weak-coupling noncentrosymmetric
superconductor without rattling, a RW as small as that of
Cd2Re2O7 has been observed [80]. Even in organic supercon-
ductors, in which electronic structures are relatively simple,
κ-(BEDT-TTF)2Cu(NCS)2 has the RW close to unity [85,86]
despite having λep and λee comparable to and greater than
those of Cd2Re2O7, respectively [81]. Therefore, from these
examples, we can reasonably conclude that a small value of
RW does not necessarily indicate a small electron-electron
interaction and/or a large electron-phonon interaction; another
factor that makes RW small is hidden.
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