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We present a study of Seebeck and Nernst effect in combination with magnetoresistance and Hall measure-
ments of the Kagome superconductor CsV3Sb5. A sizable magneto-Seebeck signal appears once the charge
density wave (CDW) order sets in below TCDW = 94 K. The Nernst signal peaks at a lower temperature
T ∗ ∼ 35 K, crossing which the Hall coefficient switches sign, which we attribute to the ambipolar transport
of compensated bands due to the multiband nature of CsV3Sb5. Sublinear Nernst signal and Hall resistivity also
develop well below the CDW transition, which becomes apparent below T ∗. These findings suggest that, the
multiband electronic profile plays an important role in the transport properties of the CDW state in CsV3Sb5.
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Intertwined orders, such as magnetic, charge, nematic and
superconducting orders, often lead to rich phases in quantum
materials [1]. Involvement of nontrivial band topology can
further enrich the physics, as evidenced by the advent of mag-
netic topological materials [2], topological superconductors
[3], etc. The recent discovered superconducting Kagome fam-
ily AV3Sb5 (A = K, Rb, Cs) provides another prime example
to investigate the interplay between intertwined orders and
nontrivial band topology [4–7]. Various intriguing features,
including charge density wave (CDW) [8–15], superconduc-
tivity [4–7], nematicity [16] and Dirac-like bands [4,5,17–22],
have been identified in these compounds, which have trig-
gered intensive research effort to unveil the nature of CDW
and superconductivity, and to search for nontrivial states in
this Kagome system [23].

Both density functional theory calculations and angle-
resolved photoemission spectroscopy experiments have sug-
gested a multiband electronic structure in AV3Sb5 [4,5,17–
22,24,25]. An electron pocket is located at Brillouin zone
(BZ) center (Γ point), involving the pz orbital of in-plane Sb
atoms. The d orbitals of V atoms intersect with the Fermi
level at the BZ boundaries, forming both electron (kz = π ,
L point) and hole (kz = 0) bands at the M point [17]. Addi-
tionally, two Van Hove singularity points (saddle points) pop
up near the Fermi level around the M point. The CDW phase
emerges in all three systems below TCDW ∼ 80–100 K [4–7].
Consequently, substantial Fermi surface reconstruction occurs
mainly on the pockets at the M point, which is accompanied
by moderate lattice distortions [21].
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The multiband electronic structure also complicates the
transport properties. Intriguingly, a giant anomalous Hall
effect (AHE) has been reported in the CDW phase of
K1−xV3Sb5 [26] and CsV3Sb5 [27,28], despite the absence
of long-range magnetic order [4]. The origin of the observed
giant AHE is still a mystery, which was initially attributed
to extrinsic skew scattering of spin clusters [26]. Transport
experiments on gate-tuned thin flakes of CsV3Sb5 also sug-
gest dominant contribution from extrinsic skew scattering of
ferromagnetic fluctuations [28]. On the other hand, muon spin
spectroscopy (μSR) experiments found negligible local mo-
ments, suggesting a subdominant role played by spin clusters
[29]. Nevertheless, recent μSR measurements revealed an
enhanced local magnetic field inside the CDW phase [30,31],
pointing to the emergent time reversal symmetry breaking
effect, which may be another prominent source of AHE [32].
Despite various scenarios, the impacts of multi-band trans-
port remain less explored, and the transport study is hitherto
limited to the resistivity channel. Here, we present Seebeck
and Nernst measurements on single crystalline CsV3Sb5. Sign
switching in the Seebeck channel, together with the nonlinear
Hall and Nernst effects are observed well below the CDW
transition, suggesting the important role played by multiband
nature. More importantly, the Nernst signal peaks at T ∗ ∼
35 K, where the Hall coefficient also changes sign, which is
a signature of ambipolar transport of compensated bands.

Single crystalline CsV3Sb5 samples were grown by the
self-flux method as described elsewhere [33]. The Seebeck,
Nernst, magnetoresistance, and Hall measurements were per-
formed in a 14-T Oxford cryostat. Longitudinal resistivity
and magnetoresistance were measured using the standard
four-probe method. Hall measurements were performed using
a five-terminal configuration. One heater, two-thermometer
geometry was used to capture the thermopower and Nernst ef-
fect. Two Keithley 2182A nanovoltmeters were used to record
the Seebeck and Nernst signals at the same time.
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FIG. 1. (a) Temperature dependence of the in-plane Seebeck coefficient and resistivity. The residual resistivity ratio is RRR =
ρxx (300 K)/ρxx (5 K) = 52. (b), (c) Seebeck effect and resistivity measured in zero magnetic field and B = 13 T with field applied along
the c-axis. (d) The magneto-Seebeck effect �Sxx = Sxx(13 T) − Sxx(0 T) and magnetoresistance �ρxx = ρxx(13 T) − ρxx(0 T) evaluated using
the data shown in (b) and (c). The inset in (b) displays a zoomed in view in the vicinity of sign change in Sxx .

In Fig. 1, we present the in-plane Seebeck signal Sxx,
and longitudinal resistivity ρxx of a CsV3Sb5 single crystal.
The CDW transition is manifested by a kink at 94 K in
resistivity, which is much more pronounced in thermopower
[see Fig. 1(a)]. Followed by the sudden drop at TCDW, the
thermopower reaches a broad maximum around 70 K, which
is likely a consequence of phonon drag contribution. The
phonon drag peak typically appears around θD/5 (θD: De-
bye temperature) in metals [34]. The Debye temperature is
estimated to be θD = 204 K for our CsV3Sb5 sample (see
Fig. S2 in the Supplemental Material [35]). Superconductivity
occurs below Tc = 2.7 K, characterized by zero resistance and
zero thermopower [see the inset of Fig. 1(a)]. Both the CDW
and superconducting transition temperatures match well with
those reported earlier [5,27].

The Seebeck signal shows a negative sign at most temper-
atures measured here. This implies that the thermopower is
dominated by electronlike carriers. Notably, a sign change oc-
curs in Sxx(T ) around 7 K at zero field, which shifts to a higher
temperature ∼ 17 K in 13 T [see the inset of Fig. 1(b)]. The
sign change in Sxx(T ) is likely a consequence of multiband
transport. For a multiband system, the Seebeck signal S can
be written as [34]

S =
∑

αm∑
σm

=
∑

σmSm∑
σm

=
∑

nmeμmSm∑
nmeμm

, (1)

where αm = σmSm is the thermoelectric (Peltier) conductiv-
ity of a band with index m, σm = nmeμm is the electrical
conductivity with carrier density nm and mobility μm of the
corresponding band, e > 0 is the elementary charge. In the
simple free electron gas picture, and if the relaxation time
is energy-independent, the contribution of each band Sm can

be modeled by the Mott relation [36,37], Sm = ±π2k2
BT

3e
Nm (EF )

nm
,

where kB is the Boltzman constant, Nm(EF ) is the density of
states (DOS) at the Fermi level, T is the Kelvin temperature,
EF is the Fermi energy. The plus (minus) sign is for hole
(electron)-like band. The total Seebeck coefficient of a two-
band system with an electronlike and a holelike band is then

S = π2k2
BT

3e

eμhNh − eμeNe

nheμh + neeμe
, (2)

where ne(h), μe(h) and Ne(h) represent the density, mobility and
DOS of electron (hole) carriers, respectively. As shown in
Fig. 3, although the electrical conductivity is dominated by
holelike carriers below ∼35 K with much higher concentra-
tion nh, the mobility of the electronlike band μe is much larger,
which gives the overall negative sign in the thermopower. The
positive sign below 7 K suggests the dominant contribution
from the holelike band with higher DOS Nh. The Nh is likely
further enhanced by the application of magnetic field, which
shifts the crossing point to higher temperatures.
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FIG. 2. (a) Magneto-Seebeck MS = [Sxx (B) − Sxx (0)]/Sxx (0) and (c) magnetoresistance MR = [ρxx (B) − ρxx (0)]/ρxx (0) measured at
various temperatures with B ‖ c. (b) The quantum oscillations �Sxx plotted as a function of 1/B. The data is obtained by subtracting a
polynomial background between 2 and 12 T from the MS results shown in (a). (d) Extracted frequency from the FFT analysis of the oscillation
data in (b). Four frequencies with F1 = 18, F2 = 28, F3 = 72 and F4 = 88 T are found. The inset shows the corresponding effective mass m∗

estimated using the Lifshitz-Kosevich approach.

As shown in Figs. 1(b) and 1(c), sizable magneto-Seebeck
and magnetoresistance only develop inside the CDW phase,
which is seen more clearly by taking the difference be-
tween data recorded in zero field and 13 T [see Fig. 1(d)].
The magneto-Seebeck response �Sxx = Sxx(13 T)-Sxx(0 T)
is practically zero above TCDW within our measurement
uncertainties. The magnitude of �Sxx grows gradually
inside the CDW, reaching a maximum around 20 K,
which drops rapidly to zero approaching Tc. The magne-
toresistance �ρxx = ρxx(13 T)-ρxx(0 T) remains finite but
nearly temperature-independent above TCDW. It rises grad-
ually by entering the CDW phase and eventually saturates
below 10 K.

Figure 2 presents more details on the magneto-Seebeck
MS = [Sxx(B) − Sxx(0)]/Sxx(0) and magnetoresistance
MR = [ρxx(B) − ρxx(0)]/ρxx(0) measured at various
temperatures. Clear quantum oscillations (QOs) are seen both
in Seebeck and resistivity channels below 30 K, as shown
in Figs. 2(a) and 2(c). The oscillatory component of MS as
a function of 1/B is displayed in Fig. 2(b), by subtracting
a polynomial background from 2 to 12 T. The fast Fourier
transform (FFT) analysis of the oscillations is presented in
Fig. 2(d). Four frequencies can be identified with F1 = 18,

F2 = 28, F3 = 72 and F4 = 88 T, which are consistent with
earlier reports extracted from QOs in magnetoresistance
[21,27]. We note that, much higher frequency up to ∼2000 T
was observed in Shubnikov–de Haas oscillations [21],
which is not evident in our data. Using the Onsager relation
F = (h̄/2πe)AF , we can estimate the extremal area AF of the
Fermi surfaces with the frequency F obtained in Fig. 2(d).
The obtained values are very small, which only occupy
0.11%, 0.18%, 0.45%, 0.56% of the first BZ size in the
kx − ky plane (a-axis lattice parameter: a = 5.4949 Å [4]), for
F1, F2, F3, and F4, respectively. The effective mass (m∗) can be
estimated by fitting the temperature dependence of the FFT
peak amplitude ai(T ) for each frequency Fi(i = 1 − 4), using
the Lifshitz-Kosevich approximation ai(T ) ≈ X/(sinh X )
with X = 14.69m∗T/B. The magnetic field B(= 7.25 T in our
case) is typically taken as the average value of the field range
used for FFT analysis. As shown in the inset of Fig. 2(d),
the obtained values of m∗ for all frequencies are very small,
suggesting contribution from the Dirac bands in the vicinity
of the M point [21].

To further explore the multiband effect, the Hall resistivity
(ρyx) measured at various temperatures is displayed in Fig. 3.
The Hall resistivity is dominated by electronlike carriers
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FIG. 3. (a) The Hall effect recorded at different temperatures using B ‖ c. (b) Two-band fitting (black lines) of the Hall resistivity ρyx .
Curves have been shifted vertically for clarity. (c), (d) Estimated carrier density and mobility of each band from the analysis shown in (b). The
inset in (a) shows an enlarged view of the nonlinear Hall resistivity at 40 and 50 K.

above 80 K, resulting in a linear ρyx(B) with a negative slope
[see Figs. 3(a) and 3(b)]. Sublinear effects develop below
50 K, which are seen more clearly in the inset of Fig. 3(a). Sig-
natures of AHE are less evident compared with those reported
earlier [26–28]. As suggested by Zheng et al., slight variation
of the Fermi level can significantly affect the appearance of
AHE [28], which possibly explains the negligible AHE signal
observed here. Further cooling leads to a sign change in ρyx,
which becomes positive below 40 K. Similar sign change
at T ∗ ∼ 35 K has also been reported earlier [27], and also
appears in K1−xV3Sb5 [26] and RbV3Sb5 [7]. To model the
nonlinear Hall resistivity, we used a two-band approximation
[38]:

ρyx(B) = B

e

(
nhμ

2
h − neμ

2
e

) + μ2
hμ

2
eB2(nh − ne)

(nhμh + neμe)2 + μ2
hμ

2
eB2(nh − ne)2

, (3)

with the constraint of zero field conductivity σxx = nheμh +
neeμe. As shown in Fig. 3(b), the nonlinear ρyx(B) curves
below 50 K can be described by this two-band fitting. At the
verge of sign switching around 40 K, the attempt of fitting
using the simple two-band model was not successful. The
extracted density and mobility of each band are presented
in Figs. 3(c) and 3(d). Above 50 K, the Hall resistivity is
dominated by a single electron band (e1) with a carrier density
ne1 ∼ 1022 cm−3, and mobility μe1 ∼ 10 cm2 V−1 s −1. A
second electron band (e2) appears below 50 K, whose den-
sity is much lower (ne2 ∼ 1018 cm−3), but possessing much

higher mobility (μe2 ∼ 103 cm2 V−1 s −1), compared with
those of e1. The e1 electron band disappears below 40 K,
and a hole band (h) shows up with similar density but higher
mobility (μh ∼ 102 cm2 V−1 s −1) compared with those in
the e1 band, which leads to the sign change in ρyx. The
much higher mobility of the e2 electron band ensures the
negative sign in thermopower all the way down to about 7 K
[see Fig. 1(b)], despite the larger concentration of the hole
band.

Similarly as shown in Fig. 4(a), the Nernst signal, Syx =
Ey/∇xT , scales linearly with B above 50 K, and becomes
sublinear at lower temperatures. Notably, instead of switching
sign around 30–40 K in Hall resistivity, the Nernst signal
reaches maximum at this temperature region. In Fig. 4(b),
we directly compare the Hall resistivity and the Nernst co-
efficient (ν = Syx/Bz) measured at Bz = 12 T. The Nernst
coefficient, grows gradually upon cooling and peaks at T ∗ ∼
35 K. Further cooling causes a rapid drop in ν, which changes
sign below 20 K. The Hall resistivity ρyx, on the other
hand, switches sign around T ∗. Similar effects, i.e., the
Nernst coefficient peaks at the temperature where the Hall
coefficient switches sign, has been observed in the CDW
phase of 2H-NbSe2 superconductor, which was attributed to
the ambipolar transport of compensated electron and hole
bands [39]. The same physics is very likely happening here
for CsV3Sb5. The compensation can happen at the switch-
ing point between the e1 electron and the h hole bands
at T ∗.
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As shown by Wang et al. [40], the Nernst signal can be
expressed as

Syx = Sxx

(
αyx

αxx
− σyx

σxx

)
= Sxx(tan θα − tan θH )

= π2

3

k2
BT

e

(
∂ tan θH

∂E

)∣∣∣∣
EF

, (4)

assuming negligible transverse thermal gradient ∇yT . Here,
αi j (i, j = x, y) and σi j are components of the Peltier con-
ductivity α and electrical conductivity σ tensors, respectively.
The Hall angle is defined as θH = σyx

σxx
, and the other Hall-like

angle is θα = αyx

αxx
. For a one-band metal, if the conductivity σ

is energy-independent, i.e., ( ∂ tan θH
∂E )|EF = 0, the two angles θH

and θα cancel out with each other (Sondheimer cancellation),
leading to a vanishing Nernst signal [40], as found in typical
metals [41]. Such a cancellation can be avoided in a multi-
band system with different types of carriers. For simplicity,
we consider a two-band system consisting of electronlike
and holelike bands. The Nernst signal in Eq. (4) now reads
[39,41]:

Syx = Sxx

(
αh

yx + αe
yx

αh
xx + αe

xx

− σ h
yx + σ e

yx

σ h
xx + σ e

xx

)
, (5)

with the h and e superscripts representing holelike and elec-
tronlike pockets, respectively. In general, the Sondheimer
cancellation for each band does not lead to zero value in
the net Nernst signal shown in Eq. (5), since the signs of
αi j and σi j now depend on the type of carriers [39,41]. In
the extreme case of compensated electronlike and holelike
bands, σ h

yx = −σ e
yx, whereas αh

yx and αe
yx have the same sign

and contribute additively to the Nernst effect, resulting in an
enhanced Syx as seen in Eq. (5). Note that αh

xx and αe
xx also have

opposite signs, but do not cancel out generally. Such a kind of
enhanced Nernst effect is typically observed in compensated
semiconductors, which is called the ambipolar Nernst effect
[42]. Examples of ambipolar Nernst effect are rarely found
in metals. The CsV3Sb5 Kagome material may represent an-
other prime metallic system to study the ambipolar effects, in
addition to 2H-NbSe2 [39].

Figure 4(c) compares the two Hall-like angles θH and
θα . The components of the Peltier conductivity can be
evaluated using αyx = (ρxxSyx − ρyxSxx )/(ρ2

xx + ρ2
yx ), and

αxx = (ρyxSyx + ρxxSxx )/(ρ2
xx + ρ2

yx ) [43,44]. Here, the
isotropic diagonal components ρxx = ρyy and Sxx = Syy

are assumed. One can see that the difference between θH

and θα increases steadily upon cooling, which reaches a
local maximum around 30 K. Further cooling leads to
rapid decrease in the magnitude of |θα − θH |, causing a
decreasing Nernst signal as shown in Fig. 4(b). Below 20 K,
the separation between θH and θα recovers to larger values.
However, as shown in Fig. 1(b), the thermopower Sxx changes
sign around 20 K in a magnetic field of 13 T, which also leads
to a sign switching in the Nernst effect according to Eq. (4).
The solid blue line in Fig. 4(b) shows an estimation of the
Nernst signal using Eq. (4), which recovers the experimental
data quantitatively well. These results suggest that the Nernst
peak around T ∗ is mainly originated from the large deviations
between θH and θα due to the ambipolar transport nature,
similar to that in 2H-NbSe2 [39].

In summary, we have investigated magneto-Seebeck and
Nernst effect in CsV3Sb5. The transport in the CDW phase
is dominated by multiband electronic structure as evidenced
by sign switching effects in thermopower and Hall resistivity,
nonlinear Hall resistivity, and Nernst effect. The ambipolar
flow of different carriers produces large Nernst signal, which
peaks at the sign change temperature of the Hall coefficient,
suggesting the existence of nearly compensated bands. These
findings point to the important role played by the multiband
nature in the transport properties of CsV3Sb5, and suggest that
CsV3Sb5 is another prominent metallic system to investigate
the ambipolar effects.

Note added in proof. While this article was under review,
two other Seebeck and Nernst studies appeared on arXiv
[45,46], which agree qualitatively with our results.
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