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Ultrafast electronic linewidth broadening in the C 1s core level of graphene
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We show that the presence of a transiently excited hot electron gas in graphene leads to a substantial
broadening of the C 1s line probed by time-resolved x-ray photoemission spectroscopy. The broadening is found
to be caused by an exchange of energy and momentum between the photoemitted core electron and the hot
electron gas, rather than by vibrational excitations. This interpretation is supported by a quantitative line-shape
analysis that accounts for the presence of the excited electrons. Fitting the spectra to this model directly yields
the electronic temperature of the system, in good agreement with electronic temperature values obtained from
valence band data. Furthermore, we show how the momentum change of the outgoing core electrons leads to a
detectable but very small change in the time-resolved photoelectron diffraction pattern and to a nearly complete
elimination of the core level binding energy variation associated with the presence of a narrow σ band in the C
1s state.

DOI: 10.1103/PhysRevB.104.L161104

X-ray photoelectron spectroscopy (XPS) is a powerful
experimental technique for chemical analysis. It also gives
detailed information on element- and site-specific many-body
effects via the photoemission line shape [1]. The only temper-
ature dependence usually considered in the XPS line shape is
Gaussian broadening due to phonon excitation at high tem-
peratures. However, it has been predicted almost 40 years ago
that excited electron-hole pairs could affect the XPS linewidth
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and line shape for high (electronic) temperatures [2]. This
has yet to be confirmed, presumably because such electronic
effects are masked by vibrational broadening at high sample
temperatures.

The advent of ultrafast pump-probe XPS at free electron
laser (FEL) sources now offers the opportunity to separate
electronic and vibrational contributions to the XPS line shape
since either the electronic or specific vibrational degrees of
freedom can be addressed by choosing an appropriate pump
energy [3,4]. While high-resolution line-shape studies are
challenging at FELs due to the low repetition rate and the
presence of space charge effects [5–9], a detailed XPS line-
shape investigation has recently been presented for pumped
WSe2, tracking an excitonic Mott transition [10].

Here, we study the ultrafast evolution of the C 1s line
shape, intensity, and binding energy in graphene upon pump-
ing the electronic system to high temperatures. After the
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FIG. 1. (a) C 1s photoemission intensity as a function of pump-
probe delay and binding energy. (b) Same as in (a) but with the
average spectrum before excitation subtracted. Red and blue indicate
an increase and decrease in electron counts, respectively. (c) Se-
lected spectra (cuts at specific time delays) along with best fit to the
model described in the text (blue line). The temperature-dependent
asymmetry kernel for each fit is shown in green. The electronic
temperatures resulting from the fit are noted close to the spectra.

excitation with an infrared pump pulse, the electrons ther-
malize within a few tens of fs. The hot electron gas in
the Dirac cone of graphene initially experiences a rapid
energy loss via strongly coupled optical phonons but cool-
ing quickly ceases to be efficient due to several bottlenecks
for energy dissipation processes [11–20]. This opens the
possibility of studying the effect of a hot electron gas on
the core level spectrum while the lattice remains essen-
tially at equilibrium, at least within the first stages of the
excitation.

We performed time- and angle-resolved XPS and va-
lence band photoemission experiments on the momentum
microscope-based setup at the PG2 beamline of FLASH [21],
using hydrogen-intercalated quasi-free-standing monolayer
graphene on SiC [22,23]. The pump photon energy and flu-
ence were 1.55 eV and ≈0.5 mJ cm−2, respectively. The probe
photon energies were 337.5 and 112.5 eV for the C 1s data
and the valence band, respectively. For other experimental
details, see the Supplemental Material (SM) [24] (see also
Refs. [25–35] therein).

Figures 1(a)–1(c) show the time-dependent graphene C
1s core level intensity as a function of binding energy and
pump-probe time delay t , the difference between the time-
dependent photoemission intensity and the average spectrum
before the excitation, and spectra at selected time delays. The
pump-induced excitation of graphene around t = 0 is clearly
reflected in a broadening of this peak. The pump-induced
broadening is a large effect: It increases the C 1s linewidth
by almost 280 meV, from 560 to 840 meV at peak excitation,
recovering to 580 meV in our measured pump-probe delay
window.

In order to quantify the pump-induced line-shape changes,
we modify a model for the core level photoemission intensity
proposed by Hughes and Scarfe [36]. Their expression for the
energy-dependent photoemission intensity I (E ) of a core level

at energy E0 is

I (E ) ∝
∫ +∞

−∞
e−iEt e−iE0t e−λ|t |e− σ2t2

2

× exp

(∫ +∞

0
J (E ′)

eiE ′t − 1

E ′2 dE ′
)

dt, (1)

where λ sets the Lorentzian width describing the lifetime
broadening and σ sets the Gaussian width that includes the
effects of phonon broadening and experimental energy resolu-
tion. The last integral in the exponential describes the possible
low-energy energy losses during the photoemission process,
such as the electron-hole excitations in metals. J (E ′) encodes
the density of possible excitations in the zero temperature
limit. This general line-shape model includes the asymmetric
Doniach-Šunjić line shape as a special case and it provides a
good description of static XPS from graphene [22,37]. How-
ever, it is not appropriate for high electronic temperatures
because of two effects: (1) Given the substantial population
of states above EF , the possible excitation of electrons in
the photoemission process is no longer restricted to electrons
below EF , and (2) the outgoing electron may not only lose
energy by exciting an electron-hole pair, but also gain energy
upon electron-hole recombination [2]. We include these finite
temperature effects by setting the lower integration limit in the
last integral of Eq. (1) to −∞ in order to also allow for energy
gains. We further define a finite temperature version of J (E ′),

J (E ′) = a2
∫ +∞

−∞
D(ε) f (ε, Te)D(ε + E ′)

× [1 − f (ε + E ′, Te)]dε, (2)

where D(ε) is the density of states, Te is the electronic tem-
perature, and f (ε, Te) the Fermi-Dirac distribution.

The fit to the data in Fig. 1 is performed by fixing λ and a
obtained from the un-pumped data in order to minimize space
charge effects, σ and E0 from data at negative time delays,
and using the electronic temperature Te as the only line-shape
fit parameter for the entire series of pumped data. The den-
sity of states D(ε) is taken to be constant [24]. The simple
model leads to an excellent fit to the data, as shown for the
example spectra in Fig. 1(c). We not only show the actual fit
but also the temperature-dependent asymmetry kernel [shifted
by E0, green curves in Fig. 1(c)], which is the Fourier trans-
form of the last term in Eq. (1). For the unpumped system,
the asymmetry kernel is strongly peaked and its intensity is
largely found at energies higher than the peak binding energy,
giving rise to the characteristic asymmetric line shape. This is
expected because the inelastic processes are completely dom-
inated by energy losses. At peak excitation, on the other hand,
the electronic temperature reaches 4200 K and the asymmetry
kernel is much broader. Also, its median moves to a lower
binding energy, emphasizing the contribution of processes
involving an energy gain.

Figure 2 shows the time-dependent electronic temperature
resulting from the fit. It is qualitatively similar to previous
experimental [14,15] and theoretical [20] results from the
same system, and also to the electronic temperature directly
obtained from the Fermi-Dirac distribution in the valence
band, using the approach outlined in Refs. [15,38] (gray line
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FIG. 2. Time-dependent electronic temperature extracted from
the fit of the C 1s core level data in Fig. 1(a) (red markers). The
red solid line is a fit to the electronic temperature Te using a three-
temperature model, giving the temperatures of the strongly coupled
phonons Tp (blue line) and the remaining lattice Tl (black line). The
gray, thick line corresponds to the Te obtained from an analysis of the
Fermi-Dirac distribution in the valence band.

in Fig. 2). The electronic temperature after excitation obtained
from the core level data is well described by a double ex-
ponential decay with time constants of τ1 = 170(50) fs and
τ2 = 1.3(2) ps, also similar to literature values [14,15,17].

For a more detailed analysis, we fit the electronic tempera-
ture from the C 1s spectra using the three-temperature model
described in Ref. [15]. This yields a good fit to Te, along
with the time-dependent temperatures of the strongly coupled
optical phonons (Tp) and the acoustic phonon bath (Tl ). The
result of this fit is also shown in Fig. 2. The coupling constants
we find are λ1 = 0.06(4) (coupling to strongly coupled optical
phonons) and λ2 = 0.0029(6) (coupling to acoustic phonons),
similar to what has been reported for lightly doped graphene
[15,39,40].

Electronic broadening is completely sufficient to describe
the C 1s line-shape changes and conventional phonon broad-
ening appears to be insignificant. This is confirmed if we
multiply the intrinsic low-temperature Gaussian contribution
to the linewidth of ≈110 meV [41] by the statistical Bose-
Einstein broadening factor for a ≈200 meV phonon at Tp =
3200 K, giving rise to a total linewidth of less than 190 meV
[1]. We can also extrapolate the measured temperature-
dependent linewidth from equilibrium XPS data in Ref. [41]
to 3200 K, resulting in less than 400 meV. This strongly
overestimates the broadening expected for a high Tp because
it corresponds to a situation in which all phonons are excited
to 3200 K. Still, the resulting broadening is much smaller than
the one observed here.

We now explore the effect of the strong electronic final
state scattering on the k-resolved photoemission intensity and
core level binding energy. Figure 3(a) shows the C 1s core
level intensity, integrated over the time interval before the
arrival of the pump pulse. The data are displayed in terms of a
so-called modulation function χ , a quantity commonly used
in x-ray photoelectron diffraction (XPD) [24,42]. Intensity
modulations arise from the interference between the part of
the electron wave field reaching the detector directly and the
parts that are elastically scattered by the atoms surrounding
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FIG. 3. (a) C 1s photoemission intensity integrated over negative
pump-probe delay times, displayed as a modulation function in mo-
mentum space. The � points are shown in green. The dashed lines
emphasize regions of low photoemission intensity (“dark lines”)
arising from a combination of scattering by the graphene reciprocal
lattice and reflection at the surface potential. (b) The same as in
(a), but integrated over positive time delays. (c) Difference of the
modulation functions in (a) and (b). (d) Comparison between the
time-dependent modulation function and the equilibrium modulation
function, quantified by R(t ). A fit to the data using a double decaying
exponential convoluted with a Gaussian is shown in red.

the emitting carbon atom. Such modulations can be used
for a local structural determination [24,37,42]. In addition
to the scattering-induced XPD features, χ contains a domi-
nant contribution from the curved “dark lines” emphasized by
dashed lines. These are due to an interference effect involving
scattering by the graphene reciprocal lattice combined with
reflection at the surface potential boundary [43].

We can probe the effect of ultrafast electronic final state
excitations on the XPD pattern by comparing the XPD pat-
terns after excitation to those at equilibrium [44,45]. To this
end, Fig. 3(b) shows the modulation function integrated over
the positive time delays between 0 and 1.5 ps and Fig. 3(c)
gives the difference between Figs. 3(a) and 3(b). Clearly, the
excitation-induced changes are very small such that Fig. 3(c)
represents largely noise. From a mere inspection of these
data, we can conclude that the electronic final state line-shape
broadening does not preclude a time-dependent structural de-
termination by XPD.

A more quantitative analysis of the XPD pattern’s time
evolution can be performed by introducing R(t ) = ∑

i[χi −
χi(t )]2/

∑
i[χ

2
i + χi(t )2], where χ and χ (t ) are the modula-

tion functions at equilibrium and delay time t , respectively,
and the sum runs over all the points in the diffraction pattern.
The resulting R(t ) is shown in Fig. 3(d). As expected, the
time-dependent variation of R(t ) is very small. Surprisingly
though, a signature of the pump-induced excitation is still
clearly visible and despite the uncertainties resulting from
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inspecting the very small changes in R(t ), its time dependence
is similar to that of the electronic temperature. To see this,
we fit R(t ) to the same double exponential decay model as
used for core level data, resulting in consistent time constants
of τ ′

1 = 0.08(6) ps and τ ′
2 = 1.8(4) ps. Note that structural

changes are not expected to influence R(t ) because of the
small increase of Tl . Also, an anharmonic change of the av-
erage lattice constant can be ruled out by the fact that the
position of the dark lines in the diffraction pattern, and thus
the size of the reciprocal lattice vectors, remains fixed.

The mechanism for an electronic change of the XPD pat-
tern is essentially the same as that leading to the line-shape
change in Fig. 1: The inelastic electron-hole generation (anni-
hilation) process giving rise to an energy loss (gain) of the
photoelectron is necessarily accompanied by a momentum
change. In lightly doped graphene, there are strong constraints
on such momentum changes: Electron-hole pair creation or
annihilation can proceed within a given Dirac cone (intraval-
ley) or between Dirac cones (intervalley). The latter process is
usually insignificant for carrier scattering in transport because
it requires a strongly localized potential scatterer [46]. In
our case it can be important because of the localized char-
acter of core hole generation. The momentum change in the
electron-hole pair creation/annihilation process leading to the
line broadening in Fig. 1 is thus approximately either zero for
intravalley, or K-K ′ for intervalley processes. An additional
momentum change corresponding to a reciprocal lattice vector
is also possible. The similar time dependence of R(t ) and Te

suggests that the same momentum changes are responsible for
the changes of the XPS line shape and the XPD pattern.

Given the importance of inelastic scattering in the line-
shape change in Fig. 1 and the fact that the momentum
changes can be large, it appears surprising that the XPD
pattern changes so little. Qualitatively, this can be understood
as follows: If a core electron escapes leaving behind an ex-
cited electron-hole pair, the momentum change deflects the
primary emitted electron and it thereby changes the angular
distribution of the primary electron’s wave field reaching the
detector and the surrounding scatterers. However, it does not
affect the location of the scatterers relative to the emitter.
Therefore, the phase difference between the part of the wave
field reaching the detector directly and the scattered parts
remains fixed and so does the location of the XPD features.
Only the relative amplitude of the direct and scattered waves
changes, modifying the intensity of the XPD features. Using
simulated diffraction patterns, it can be shown that the ob-
served change of R(t ) is consistent with a situation in which
a substantial number (50%) of the photoelectrons have been
deflected in momentum because of the creation/annihilation
of electron-hole pairs in the photoemission process [24].

Graphene offers the unique possibility to further test the
role of electronic final state scattering in the C 1s spectrum
due to the fact that the C 1s state forms a narrow σ band
with a splitting between bonding and antibonding states of
60 meV at the � point [37] [see Fig. S5(a) in the SM [24]]. The
splitting is too small to be directly observable given the natural
C 1s linewidth but, due to the selection rules in the bipartite
graphene lattice [47,48], only the bonding band is visible in
the first Brillouin zone (BZ), whereas mainly the antibonding
band is visible in the neighboring zones. This dominance

60

40

20

0

Δ(
Γ 1

,Γ
2)

 (
m

eV
)

1.51.00.50.0-0.5

Pump-probe delay t (ps)

M

Γ1

Γ2

K

FIG. 4. Time-dependent C 1s bandwidth obtained from the en-
ergy difference between the C 1s peaks at the �1 and �2 points of the
first and the neighboring Brillouin zone (see sketch on the right-hand
side).

of one particular band makes the dispersion observable as a
slight shift of the C 1s peak between the � points of dif-
ferent BZs, e.g., between �1 and �2 in the sketch of Fig. 4
[37].

We can exploit this effect for confirming the pres-
ence of inelastic momentum deflection in the electronic
final state. When explaining the ultrafast changes of the
XPD pattern in Fig. 3, we have argued that the inelastic
excitation/annihilation of electron-hole pairs during the pho-
toemission process is accompanied by a momentum change
of the photoelectron which is either zero or K-K ′ modulo
a reciprocal lattice vector. Here, we immediately notice that
momentum changes involving a reciprocal lattice vector could
completely eliminate the observed binding energy difference
between the �1 and �2 points, �(�1, �2). Even changes in-
volving a momentum change of K-K ′, which is the same
scattering vector as �-K , could greatly reduce �(�1, �2) since
they mix electrons from the K points, where there is no energy
difference between bonding and antibonding band, into the �

points. If electronic scattering effects are indeed important,
the dispersion of the σ band might no longer be observable.

This is indeed seen when plotting the time-dependent
energy difference �(�1, �2) in Fig. 4. Upon pumping the
system, �(�1, �2) reduces from around 45 meV to roughly
10 meV on a similar timescale as the electronic temperature
change. This is followed by a recovery to the equilibrium
levels that is more swift than the Te recovery, which could
be explained by a nonlinear relationship between Te and the
measured �(�1, �2). A quantitative estimate of the effect is
presented in the SM [24]. Assuming that half of the emitted
electrons are inelastically deflected turns out to be sufficient
to reduce �(�1, �2) from 45 to 10 meV, similar to what
is observed in the experiment. This scenario is also consis-
tent with the minor change of the XPD pattern reported in
Fig. 3.

In conclusion, we have demonstrated the potential of high-
resolution time-resolved XPS to give detailed information on
the ultrafast development of electronic many-body effects.
In particular, we have identified an electronic broadening
mechanism in which the outgoing core level electron ex-
changes energy and momentum with the hot electron gas.
This interpretation of the data is supported by an ultra-
fast suppression of the momentum-dependent binding energy
variations associated with the C 1s σ band. Moreover, a
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quantitative description of the resulting line shape permits the
determination of the electronic temperature in agreement with
direct measurements in the valence band. It will be interesting
to expand the technique to very short time delays, before
the thermalization of the electron gas, where high-resolution
XPS will provide an element-specific probe of the electronic
excitations and many-body effects. The ultrafast electronic
final state scattering effect observed here could, in princi-
ple, impose some severe limitations for techniques such as
ultrafast XPD because it could be expected to smear out the
diffraction pattern. We demonstrate that this is not the case and
that the XPD pattern shows only very minor changes, even at
electronic temperatures of over 4000 K.
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