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High-harmonic generation in GaAs beyond the perturbative regime
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The field-intensity dependence of high-harmonic generation in bulk gallium arsenide is studied. We ex-
perimentally find the oscillatory behavior at high fields where a perturbative scaling law no longer holds.
By constructing a theoretical framework based on the Luttinger-Kohn model, we succeed in reproducing the
observed oscillatory behavior. The qualitative agreement between the experiment and theory indicates that
field-induced dynamic band modification is crucial in the nonperturbative regime. We show that the oscillatory
behavior is naturally understood by dynamic localization that is based on the the Floquet subband picture.
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The nonperturbative properties of high-harmonic genera-
tion (HHG) in gaseous media, such as plateau and cutoff
structures, originate from subcycle electron dynamics and can
be used to produce short-wavelength attosecond pulses [1–6].
Moreover, in the past decade, HHG has been experimentally
observed in solids; these studies have ushered in an era of
high-field condensed-matter science [7–12]. In contrast to
gaseous media, solids have the vastly diverse nature such as
in their band structures, energy gaps, crystalline anisotropy,
and magnetism. It has thus far been experimentally and
theoretically investigated in various solids [13–28], but com-
prehensive understanding of the crossover behavior from the
perturbative to the nonperturbative regime has not been gained
yet. Such an understanding requires a unified viewpoint con-
necting the perturbative to nonperturbative regimes. This
study will provide a way toward a novel optical technology.

In the perturbative regime, it is known that the intensity
of the nth-order harmonics obeys an E2n scaling law with
respect to the field amplitude E [29–31]. In the conventional
formulation of nonlinear optics using the Bloch basis, this
scaling law is successfully explained by the multiphoton inter-
band transition of Bloch electrons. The E2n scaling, however,
breaks down at sufficiently high fields (typically at several
MV/cm). In recent theoretical studies, this nonperturbative
nature of HHG is explained by the alternative formulation,
in which intraband electron acceleration motion is taken into
account with a new basis called the Houston basis [32–36].
In spite of these theoretical developments, it has not been
clarified yet how the properties of HHG in the nonperturbative
regime are seamlessly connected to those in the perturbative
regime where the E2n scaling holds. For a clear understanding
of this crossover behavior, accurate measurement of the field-
intensity dependencies of HHG is crucial and indispensable.
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In addition, it is highly required to attempt theoretical descrip-
tion in one formulation and to verify its correctness by making
a precise comparison between the theoretical predictions and
the experimental data.

Bulk gallium arsenide (GaAs) has been intensively studied
in the field of nonlinear optical physics and for applications
[37–47] because of its direct band gap, high electron mobility,
and high purity that can suppress relaxation processes. Re-
cently, the employment of reflection geometry has become the
key to avoiding propagation effects such as phase mismatch in
HHG in bulk materials [25,48,49]. In addition, GaAs can be
regarded as a representative semiconductor in a sense that its
qualitative features are expected to be observed also in other
semiconductors. It can be described naturally by a general the-
oretical framework which was developed for semiconductors
[50–59]. Thus, GaAs is an ideal platform for exploring HHG
in solids from the perturbative to nonperturbative regime.

In this letter, we experimentally and theoretically inves-
tigate the field-intensity dependence of HHG in GaAs. The
experimental result shows the perturbative scaling law at the
weak-field regime and the oscillatory behavior at the high-
field regime. To explain this feature, we establish a theoretical
framework by extending the conventional Luttinger-Kohn
model using the formulation with the Bloch basis. By per-
forming the numerical calculation, we find that the oscillatory
behavior reflects the field-induced time-dependent band struc-
ture. The unified picture connecting from the perturbative to
nonperturbative regime obtained in this paper would provide
reasonable interpretation of the HHG mechanism.

The experiments were carried out by using an intense mid-
infrared (MIR) laser irradiating a GaAs sample, as shown in
Fig. 1(a). A two-stage KTiOAsO4(KTA)-based optical para-
metric amplifier with single-plate compression [60] using an
anitreflection-coated 5-mm-thick Ge window generated lin-
early polarized 80-fs pulses at 3.65 μm, which corresponds to
a photon energy of 0.34 eV. These MIR pulses were focused
on the (110) surface of a 400-μm-thick GaAs sample at room
temperature and at an incidence angle of 5 deg. We took
advantage of the reflection geometry to avoid propagation
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FIG. 1. (a) Experimental setup for HHG in reflection geometry
using bulk GaAs and MIR laser source. Ti:sapphire regenerative and
multipass amplifiers (450 Hz, 5 mJ, 70 fs) were used to pump the
optical parametric amplifier (OPA) [60]. WGPs, a pair of wire-grid
polarizers; L1 ( f = 300 mm) and L2 ( f = 50 mm), CaF2 lenses; M1
(R = 100 mm), Al-coated concave mirror. (b) Structure of the (110)
surface of GaAs and direction of the laser polarization. (c) Field-
intensity dependencies of the fifth, seventh, and ninth harmonic
spectra. (d) HHG spectrum at the peak field of 10 MV/cm.

effects in the HHG process. A pair of wire-grid polarizers
were used to adjust the laser-field intensity while keeping
the linear polarization along the [001] axis. The peak field
was estimated to be up to 12 MV/cm inside the sample,
without damage. The HHG spectra were detected using a
fiber-coupled spectrometer (QEPro, Ocean Optics), which
showed only odd-order harmonics due to the inversion sym-
metry of GaAs [Fig. 1(b)].

We measured the HHG intensities integrated around each
of the harmonic spectral peaks as a function of the peak field
of the MIR pulses from 2 to 12 MV/cm. The measured field-
intensity dependencies were found to vary with the transverse
position of the diverging HHG beam (for details, see the
Supplemental Material Sec. IV [61]) that was probably caused
by the transverse intensity distribution of the MIR beam, as in
an experiment in gaseous media [62]. To avoid spatial aver-
aging of the field-intensity dependencies, we inserted an iris
in the center of the high harmonic beam. This spatial filtering
allowed us to observe the fine-scale oscillatory behavior more
clearly [Fig. 2(a)]. It also helped to minimize the signal level
of background fluorescence around the band gap (1.42 eV)
of GaAs. In regard to the HHG spectra shown in Figs. 1(c)
and 1(d), the observed harmonics often had different spectral

FIG. 2. (a) Field-intensity dependencies of the fifth (red), seventh
(green), and ninth (blue) HHG intensities. Two data sets (squares
and triangles) were measured in a single sweep starting from 2
to 12 MV/cm and then from 12 to 2 MV/cm, respectively. Small
HHG signals (circles) were measured with a longer acquisition time.
(b) Calculated results of the Luttinger-Kohn model. In the weak-field
regime, the harmonic intensities almost obey an E 2n perturbative
scaling law for both the measured and calculated results (dashed
black lines).

shapes, part of which was modulated with increasing field
intensity.

Figure 2(a) shows that the intensities of the fifth, sev-
enth, and ninth harmonics did not saturate monotonically
with increasing the laser intensity, but rather exhibited oscil-
lations. As the field intensity was increased, the oscillatory
behaviors appeared above 4, 5, and 6 MV/cm for the fifth,
seventh, and ninth harmonics, respectively, where they started
to deviate from the perturbative scaling law. The oscillation
peaks appeared well beyond the perturbative regime, and their
positions varied with the harmonic order. Two consecutive
measurements reproduced the intensities and the oscillatory
behaviors, indicating no irreversible changes in the sample
after each laser irradiation. An explanation of these exper-
imental results will require clarification of the crossover of
HHG from the perturbative to the nonperturbative regime as
well as the physical origin of the oscillatory behavior.

To analyze these experimental results, we employed an
eight-band Luttinger-Kohn model, which includes conduc-
tion, heavy-hole, light-hole, and split-off bands for both
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FIG. 3. (a) Schematic diagram of the band structure of GaAs in
the absence of an external field for k = (0, 0, kz ). The four bands,
each of which is twofold degenerate, correspond to conduction (C),
light-hole (LH), heavy-hole (HH), and split-off (SO) bands. We
express the band gap and split-off band energy as Eg and �SO.
(b) Schematic diagram of the dispersion relations of the simplified
model (the Kane model) under an external field. The blue and red
lines indicate dispersion relations for Az > 0 and Az < 0. Numeri-
cal results of field-intensity dependence of fifth (red dots), seventh
(green dots), and ninth (blue dots) harmonics in GaAs based on the
Kane model with (c) and without (d) the band modification term
ε(kz, t ). These results indicate the effect of the field-induced dynamic
band modification on the oscillatory behavior.

spin-up and spin-down components [see Fig. 3(a)]. Here we
briefly describe the model (the details are in the Supplemental
Material [61]). The model Hamiltonian is written in the form

H0 =
∑
kσσ ′

∑
l,l ′

c†
klσ ′ (Hk)lσ,l ′σ ′ckl ′σ ′ , (1)

where cklσ is the annihilation operator of electrons for the
Bloch states constructed from the atomic states of an orbital
l (= s, px, py, pz ) and a spin σ . The matrix element (Hk)lσ,l ′σ ′

is explicitly given in the Supplemental Material [61]. We
describe the external field by the vector potential A(t ) =
(0, 0, Az(t )). The Hamiltonian for the light-matter interaction
is then written as [63]

HI =
∑
kσ

(−ih̄�R(t )c†
ksσ ckpzσ + H.c.

)
. (2)

Here �R(t ) = (e/ch̄2)Az(t )P0 is the Rabi frequency [64], and
P0 is the dipole matrix element [65]. Neglecting the dephasing
effect, the system can be regarded as a collection of quan-
tum eight-state wave functions, which are defined at each
wave number k. We calculated the time evolution of the
quantum state under an external field by solving the time-
dependent Schrödinger equation for each wave number with
the initial condition that all three valence bands are occu-
pied by electrons. Note that the quantum dynamics of the
time-dependent Hamiltonian induces nonadiabatic excitation
through the Landau-Zener transition [66]. The HHG spectrum
was obtained by Fourier transformation of the current induced
by the external field.

Figure 2(b) shows the numerical results of the HHG inten-
sities in GaAs as a function of the field intensity. Here the red,
green, and blue dots indicate the fifth, seventh, and ninth har-
monics, respectively. This figure shows that the intensities of
the nth-order harmonics follow the scaling law of perturbative
nonlinear optics In ∝ E2n for the weak field, while they start
to show oscillatory behavior in the nonperturbative regime.
These behaviors are consistent with the experimental results
[Fig. 2(a)], although the numerical results somewhat empha-
size the dips. We presume that this difference may come from
the spatial variation of the field amplitude due to incomplete
spatial filtering in the experiment and dephasing effects due
to carrier-carrier scattering which are not considered in the
present calculation.

To understand the origin of the oscillatory behavior in
Fig. 2, let us introduce a simplified model (the Kane model)
derived from the Luttinger-Kohn model [65,67] by restrict-
ing the bands to the conduction and split-off bands (see the
Supplemental Material Sec. II [61]). Neglecting the spin-flip
process and abbreviating the spin index, the Hamiltonian of
the Kane model reduces to a 2×2 matrix of the form

H eff
k =

(
Ec(k) − 2ε(kz, t ) −h̄�R(t )/

√
3

−h̄�R(t )/
√

3 Ev (k) + 2ε(kz, t )/3

)
, (3)

where Ec(k) and Ev (k) are the dispersion of the con-
duction and valence bands, respectively, and ε(kz, t ) =
(P0kz/Eg)�R(t ) is the term that changes the band disper-
sion [21,66,68,69]. Hereafter we call the change of the band
structure due to ε(kz, t ) “band modification” [70]. Now, the
diagonal element of H eff

k represents the band dispersion of the
conduction and valence bands modified by the external field
�R(t ) [∝ Az(t )] [see Fig. 3(b)]. The effect of this band modi-
fication includes a concept of intraband electron acceleration;
the standing Bloch electron under the dynamically modified
band structure is equivalent to electrons accelerated by the
external electric field in a fixed band structure [21,66,68].
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We should take care that this band modification does not
agree to the conventional acceleration theorem wherein k
is simply replaced by k − (e/c)A(t ) [see Eq. (3)], since it
also causes the reduction in the band-gap energy (dynamical
Franz-Keldysh effect). The HHG intensities calculated for
this model qualitatively reproduce the oscillatory structure,
as shown in Fig. 3(c). This result indicates that the number
of valence bands is not essential to the appearance of the
oscillation. We calculate the HHG intensities for an artificial
Hamiltonian obtained by omitting ε(kz, t ) to consider pure
interband transitions by the off-diagonal element of H eff

k . As a
result, the dips become less prominent as shown in Fig. 3(d).
Therefore, the temporal change in the band dispersions rep-
resented by ε(kz, t ) is important compared to the interband
transitions to the appearance of the oscillatory behavior.

Let us discuss the physical origin of the oscillatory behav-
ior. For a continuous wave described by �R(t ) = �R0 cos ωt
(ω: the frequency of the incident light), the energy levels at
each wave number are split into Floquet subbands [69] due
to the band modification term ε(kz, t ) [21,66,68]. Then, a ma-
trix element for interband transition accompanying n-photon
absorption/emission is renormalized, and is multiplied with
the nth-order Bessel function Jn(Ac,v/ω) where Ac = 3Av =
2P0kz�R0/Eg [71]. We note that this Bessel function becomes
zero at specific values of Ac,v/ω. This consideration indicates
that the oscillatory behavior of the high harmonics reflects
suppression of the effective transition probability at specific
values of Ac,v/ω, which is called dynamical localization or
destruction of tunneling [72–75]. Note that the positions of
the dips are influenced by various external conditions, such
as the wavelength or the chirp of the incident electric field.
This indicates that transient population dynamics caused by
electronic excitation on a subcycle timescale also affects the
field-intensity dependence of HHG.

In the framework of perturbative nonlinear optics, the exci-
tation processes are described by multiphoton absorption in a
fixed band structure or a virtual level, and their transition prob-
abilities become a monotonic function of the field intensity
that leads to the In ∝ E2n scaling law [29–31]. In the strong
electric field, however, temporal modification of the band
structures becomes significant [21,66,68,69], and the excita-
tion probability is expected to show nonmonotonic behavior
as a function of the field intensity. Actually, recent HHG
experiments on ZnSe, sapphire, and Si have observed similar
oscillatory behavior for the tenth (2.4 eV), seventh (11 eV),
and seventh (3.9 eV) harmonics, respectively [18,22,25], all
of which were close to the direct-band-gap energies of the
corresponding materials. Parts of them were fitted by a power

function [22] or by modeling HHG induced by the intraband
current in which electrons and holes are accelerated according
to Bloch’s theorem [18]. Although these analyses were in
good agreement with the observed HHG signals, the fine-scale
oscillatory behavior was not reproduced. In contrast, our work
provides clear evidence that above-band-gap HHG in GaAs
exhibits oscillations in both experiment and theory. Therefore,
our clarification of its physical origin, i.e., the field-induced
dynamic band structure, will be essential to gaining a full
understanding of extreme nonlinear optics in solids. In ad-
dition, our findings could be connected to HHG in the gas
phase [62,76–78] and other high-field phenomena including
dynamical localization or destruction of tunneling [72–75],
which also shows oscillatory behavior as a function of the field
intensity.

In conclusion, we experimentally investigated HHG in
GaAs by using reflection geometry and spatial filtering to
avoid propagation effects and spatial averaging. We found
that the intensities of the observed high harmonics did not
monotonically saturate but rather exhibited oscillatory be-
havior with increasing field intensity. By constructing a
theoretical framework using the Luttinger-Kohn model, we
succeeded in qualitatively reproducing this oscillatory be-
havior. By analyzing a simplified theory derived from the
Luttinger-Kohn model (the Kane model), we showed that
this oscillatory behavior originates from the field-induced dy-
namic band modulation due to the diagonal elements of the
time-dependent light-matter interaction matrix. The oscilla-
tory behavior was related to the Floquet subband picture with
the transition amplitude expressed in terms of Bessel func-
tions [69], whose behavior leads to dynamical localization.
We note that the present interpretation is based on the Bloch
basis. One may ask what kind of a physical picture should
be provided by the alternative formulation using the Houston
basis [32,35,36]. This question is left as a future problem. The
findings of this letter give a foundation for understanding the
crossover of HHG from the perturbative to nonperturbative
regime and opens up the possibility of novel optical technolo-
gies, such as strong-field coherent control of solid HHG and
Floquet engineering of dressed states in solids.
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