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Quantized conductance with nonzero shot noise as a signature of Andreev edge state
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Electrical conductance measurements have a limited scope in identifying Andreev edge states (AESs), which
form the basis for realizing various topological excitations in quantum Hall (QH)–superconductor (SC) junctions.
To unambiguously detect AESs, we measure shot noise along with electrical conductance in a graphene-based
QH-SC junction at integer filling ν = 2. Remarkably, we find that the Fano factor of shot noise approaches half
when the bias energy is less than the superconducting gap (2�), whereas it is close to zero above 2�. This is
striking, given that, at the same time, the electrical conductance remains quantized at 2e2/h within and above
2�. A quantized conductance is expected to produce zero-shot noise due to its dissipationless flow. However, at
a QH-SC interface, AESs carry the current in the zero-bias limit and an equal mixing of electron- and holelike
states produces half of the Poissonian shot noise with quantized conductance. The observed results are in accord
with our detailed theoretical calculations of electrical conductance and shot noise based on the nonequilibrium
Green’s function method in the presence of disorder. Our results pave the way in using shot noise as a detection
tool in the search for exotic topological excitations in QH-SC hybrids.

DOI: 10.1103/PhysRevB.104.L081404

Chiral quantum Hall (QH) edge states in proximity to
a superconductor (SC) can give rise to exotic excitations
[1–6] such as Majorana fermions. There are several promising
theoretical proposals of realizing chiral Majorana fermions
at the QH-SC interfaces [4,5,7], however, evidence is still
inconclusive [8–11]. The realization of electron-hole hybrid
states called Andreev edge states (AESs) [12,13] at the
QH-SC interface is an important step in this quest and
graphene hosting clean QH edge states at a moderate magnetic
field is an ideal platform. The recent developments of several
superconductors with a large critical magnetic field and trans-
parent interfaces with high quality graphene have paved the
way for a number of interesting experimental observations
[14–26], such as crossed Andreev conversion [18], super-
currents in the QH regime [16], inter-Landau-level Andreev
reflection [19], and interference of chiral AESs [21]. Despite
this progress, the identification of AESs remains scarce, and
its dynamics have remained unexplored in the presence of
disorder and dissipation.

AESs result from the repeated Andreev reflections at a QH-
SC interface, where an incident electron successively turns
into a hole and back into an electron. Quantum mechanically,
AESs are fermionic modes that arise from linear combinations
of electrons and holes, and propagate along the interface as
shown schematically in Fig. 1(a). The nature of the resultant
fermion coming out from the interface relies on the interfer-
ence of the AESs. An electron or hole or a mixture of electrons
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and holes can exit at the end of the interface depending on the
phase difference accumulated by the AESs. Thus, in a conven-
tional conductance measurement, the conductance is expected
to oscillate between zero and 4e2/h at a filling factor ν = 2 as
a function of parameters such as the chemical potential and
magnetic field, giving a robust signature of AESs. However,
the inevitable presence of disorder and interface roughness
randomizes the phase. As a result, a low visibility of conduc-
tance oscillations around 2e2/h is observed experimentally for
shorter QH-SC interfaces [21]. For a wider QH-SC interface,
the oscillations are expected to vanish due to complete phase
averaging and will exhibit quantized conductance of 2e2/h,
exactly as a QH–normal metal (NM) junction. Hence, the
conductance measurement is a limited tool to explore the
AESs at QH-SC interfaces. On the contrary, as we demon-
strate here, the shot noise, which originates from the discrete
nature of the current carriers [27–29], does not vanish due to
the phase averaging and can provide new insights into the
AES interference. The shot noise of a system is quantified
by the Fano factor (F ), namely the ratio of measured current
noise with the Poissonian value of the shot noise, 2eI , for a
current I [22,30–34]. Remarkably, we experimentally observe
a large nonzero Fano factor, close to half, simultaneously with
a quantized conductance in a graphene QH-SC junction, thus
providing a robust and unambiguous signature of AESs.

To this end, we perform conductance and shot noise mea-
surements in a graphene QH-SC junction at filling factor
ν = 2 as a function of excitation or bias energy (eVSD) at
several magnetic fields (B). As shown in Fig. 1(b), our shot
noise results can be divided into three regions: bulk dominated
transport at lower B, AES dominated transport at intermediate
B, and normal quasiparticle dominated transport at higher B.
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FIG. 1. (a) Schematic of the AESs (wavy lines). (b) Experimen-
tally measured low-bias Fano factors FS and high-bias Fano factors
FN are plotted as a function of magnetic field. The different transport
regimes are highlighted by the gradient colors. The dashed horizontal
line corresponds to half Fano.

In the intermediate B, the Fano factor approaches a value
close to half when eVSD � 2�, whereas the Fano factor is
close to zero for normal quasiparticle transport for eVSD �
2� [Fig. 1(b)]. In contrast, the conductance always remains
2e2/h across the excitation energy 2�. Our experimental ob-
servations are supported by an effective model [Fig. 1(a)],
discussed later, which predicts a Fano factor of half for a QH-
SC junction for a complete phase averaging of the interference
of AESs. This is in stark contrast to the zero Fano factor
expected for a QH-NM junction. Moreover, we also calculate
the conductance and Fano factor for a microscopic model
of a graphene QH-SC junction in the presence of disorder
using the nonequilibrium Green’s function (NEGF) method.
We find disorder averaged conductance (G) with quantized
plateaus (νe2/h), as in a QH-NM junction, and a large nonzero
quantized Fano factor for a ν = 2 plateau as a consequence of
equal mixing of electron- and holelike states.

To realize the coupling of QH and superconductivity,
we fabricated a hexagonal boron nitride (hBN) encapsulated
graphene device edge contacted with a type-II molybde-
num rhenium (MoRe) superconductor on a Si/SiO2 substrate.
The width of the graphene-SC interface was ∼2 μm and
the channel length was ∼0.8 μm. Figure 2(a) shows the
schematic of the device with the measurement setup. The de-
vice fabrication and measurement setup are discussed in detail
in the Supplemental Material (SM) [35]. The MoRe leads
show a superconducting transition at Tc ∼ 8.7 K (Fig. S5).
Figure 2(b) shows the supercurrent of the MoRe-graphene-
MoRe junction at zero magnetic field demonstrating the high
quality of graphene-MoRe interfaces (see details in SM Sec.
S8 [35]). The supercurrent of the junction is killed by apply-
ing a tiny field of 100 mT, whereas the MoRe leads remain
superconducting at large magnetic fields as shown by the I-V
characteristic in Fig. 2(c) depicting a supercurrent at B = 8 T.

Clean QH plateaus of the MoRe-graphene-MoRe junction
are observed at magnetic fields as low as 1 T (Fig. S6).
Figure 2(d) shows two-probe conductance (G) around ν = 2
filling at B = 2 T as a function of back-gate voltage (VBG) and
the conductance plateau remains very close to 2e2/h, similar
to the QH-NM interface. Further, the conductance remains
almost unchanged by the application of bias energy as shown
in the inset of Fig. 2(d). The vertical dashed lines mark the
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FIG. 2. (a) The schematic of the MoRe-graphene-MoRe de-
vice along with the shot noise measurement setup. (b) The I-V
response of the MoRe-graphene-MoRe device showing supercur-
rent at zero magnetic field. (c) The I-V response of the MoRe
lead showing supercurrent at B = 8 T. (d) The conductance of the
MoRe-graphene-MoRe device at the ν = 2 QH plateau at B = 2 T
plotted as a function of gate voltage. The inset shows conductance
at ν = 2 with bias energy. The vertical lines correspond to the
superconducting gap.

proximity induced superconducting gap, 2� ∼ 1 meV, as can
be seen from our shot noise data discussed later. The conduc-
tance values for the ν = 2 and ν = 6 filling factors remain
very close to 2e2/h and 6e2/h, respectively, for the full range
of magnetic fields from 1 to 10 T (Fig. S6). These observations
are in accordance with recent experiments [18,21]. However,
there were no noticeable oscillations at ν = 2 [Fig. 2(d)] as
compared to the oscillations observed by Zhao et al. [21].

Now we present the shot noise data (SI ) of the device.
Figure 3(a) shows the shot noise data taken at the center of
the ν = 2 QH plateau plotted as a function of applied DC
current (ISD) at several magnetic fields. Interestingly, SI does
not increase linearly for the full range of current. Rather, a
local linearity can be seen either at a lower current (<20 nA)
or at larger current (>100 nA) with the slope being signifi-
cantly larger for the former case. To better understand this, we
plot the differential Fano factor, F = (1/2e)(dSI/dISD), for
B = 1.6 T as a function of ISD in Fig. 3(b). The differential
Fano factor peaks around zero ISD and saturates to a very
small magnitude at larger ISD. Such a transition is expected
around the superconducting gap (2� ∼ 1 meV) marked by the
vertical dashed lines. The observed gap is smaller than the
expected BCS gap 2�BCS ∼ 2 meV as calculated from the
critical temperature (∼7–8 K) of the bulk MoRe leads. Such
a reduction was observed in the past and was attributed to
the superconducting proximity effect [36,37]. We define a

L081404-2



QUANTIZED CONDUCTANCE WITH NONZERO SHOT NOISE … PHYSICAL REVIEW B 104, L081404 (2021)

FIG. 3. (a) The measured SI plotted as a function of ISD at the
center of the ν = 2 plateau at 40 mK for several B. (b) Differential
Fano for the ν = 2 (B = 1.6 T) plateau plotted as a function of ISD.
The top axis shows the corresponding excitation voltage (VSD). The
two vertical dashed lines mark the approximate proximity induced
superconducting gap 2� ∼ 1 meV. The inset shows the low-bias
fitting using Eq. (1) giving FS ∼ 0.44. (c) Low- (eVSD � 2�) and
high-bias (eVSD � 2�) fittings are shown for the shot noise data at
the ν = 2 QH plateau at B = 1.4 T. (d) FS and FN for the ν = 2 QH
plateau at B = 4 T as a function of temperature.

low-bias Fano factor FS for eVSD < 2�, anticipating transport
via Andreev reflections, whereas the high-bias Fano factor for
eVSD > 2� is denoted as FN , which is expected to be very
small since the transport occurs via normal quasiparticles.
From the differential Fano factor we indeed find FS to be ∼0.4
near zero bias and FN to saturate around ∼0.05.

A more accurate estimation of FS and FN requires the fitting
of SI data with the finite-temperature expression of shot noise
[22,27,38],

SI =
{

2eISDFS
[
coth

( e∗VSD
2kBTe

) − 2kBTe
e∗VSD

]
, for |eVSD| < 2�,

K + 2eISDFN , for |eVSD| > 2�,

(1)

where VSD = ISD
G is the excitation voltage, kB is the Boltzmann

constant, and Te (∼40 mK) is the electron temperature. The
inset of Fig. 3(b) shows the low-bias fitting of the B = 1.6 T
shot noise data, which gives FS to be ∼0.44. We extracted
Fano factors for different magnetic fields by fitting the corre-
sponding shot noise data with Eq. (1) as shown in Fig. 3(c)
for B = 1.4 T. The extracted FS and FN are plotted as a func-
tion of B in Fig. 1(b), where it can be seen that FN remains
almost constant (∼0.05) at magnetic fields as low as 1.4 T
to high magnetic fields. However, it increases rapidly below
1.4 T due to the bulk contribution. The presence of a bulk
contribution below 1.4 T is further justified from the rapid
degradation of the quality of the ν = 2 QH plateau in this
regime, which is shown in Fig. S14. More interestingly, FS

has a larger value and approaches close to half in the range
1.4–1.6 T and then decreases with increasing magnetic field.
In SM Sec. S5 [35], we discuss how the presence of vor-
tices at the QH-SC interface can enable normal quasiparticle

transport and hence reduce the value of the Fano factor with
increasing magnetic field. In Fig. 3(d), we show FS and FN

for the ν = 2 QH plateau with the temperature at B = 4 T. It
can be seen that FS decreases with increasing temperature and
becomes almost equal to FN at ∼0.5 K due to normal quasi-
particle transport. The T ∼ 0.5 K is much smaller than the
TC ∼ 7–8 K of the bulk MoRe lead. This reduction in temper-
ature is possibly due to the superconducting proximity effect
and is discussed in detail in SM Sec. S9 [35]. Note that, for
normal transport via QH edge states, no shot noise is expected
as the transmission probability is equal to one. For a junction
with reduced transparency (TN < 1) the shot noise can be
nonzero with FN = 1 − TN . From our conductance value for
the ν = 2 QH plateau, TN ∼ 0.98. The observed FN ∼ 0.05
is close to the theoretically expected Fano factor ∼0.02. The
slight deviation at smaller magnetic fields (1.4–1.8 T) could
be due to a small bulk contribution at a large applied bias
(∼2 meV), which does not affect FS measured at a very small
bias energy (<0.2 meV). Further, we would like to note, in
Ref. [22], we observed a significantly smaller enhancement of
shot noise without a robust quantization of conductance in a
bilayer graphene-niobium QH-SC system, thus not providing
any insight into the AES dynamics.

Next, we discuss an effective model for AESs as well as
microscopic NEGF calculations to understand the observation
of quantized conductance with a large nonzero Fano factor in
a graphene QH-SC junction.

An effective model for AESs. An effective model of a
QH-SC interface is schematically shown in Fig. 1(a) [21,39].
The zero-energy eigenstates of the AESs can be written in
the electron-hole basis {|e〉 , |h〉} as |ψ1〉 = α |e〉 + β |h〉 and
|ψ2〉 = β∗ |e〉 − α∗ |h〉 with wave vectors k1 and k2 along the
edge and |α|2 + |β|2 = 1. By writing an incoming electron-
like state as a linear combination of AES eigenstates, the
Andreev reflection probability (PAR) is obtained as PAR =
4|α|2|β|2 sin2(φ/2), where φ = (k1 − k2)L is the phase dif-
ference acquired between the two AES eigenstates over the
length L (SM Sec. S1 [35]). When the AESs are neu-
tral electron-hole hybrids, i.e., |α|2 = |β|2 = 1/2, PAR(φ) =
sin2(φ/2). For φ = 0, 2π , no Cooper pair is transmitted due
to the complete reflection of all the incident electrons. In
the opposite limit, φ = π , all the incident electrons trans-
mit as a Cooper pair due to perfect Andreev reflection. For
the ν = 2 filling factor, the conductance is zero in the for-
mer limit, and twice the normal state conductance, 4e2/h,
in the latter. In general, the junction conductance oscil-
lates between these two limits if the phase difference is
tuned either by carrier density or by a magnetic field. For
a realistic junction, the presence of disorder and inelastic
processes at the current carrying edge [40] will introduce
dephasing and decoherence, making the phase differences
random. For a complete phase averaging of the transmitted
current with a uniform distribution of phase, the conduc-
tance of the QH-SC junction becomes exactly the same
as that of a QH-NM junction, i.e., 2e2/h. Moreover, for a
given phase difference φ, the power spectral density of shot
noise (SI ) [27] can be written as SI (φ) = 2e∗It [1 − PAR(φ)] =
8eI sin2(φ/2)[1 − sin2(φ/2)], with the Cooper pair charge
e∗ = 2e. For a complete phase averaging, SI = eI . Thus, the
effective model gives a Fano factor of half for a QH-SC
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FIG. 4. (a) System for NEGF calculations. The graphene region
has a nearest-neighbor hopping t and magnetic field perpendicular
to its plane, and the varying marker size of the lattice represents a
particular realization of on-site disorder. (b) Conductance is plotted
as a function of chemical potential for a disorder strength W = 0.5t ,
flux 	 = 0.07, and SC gap � = 1/2750t . Conductance plateaus
(blue) are realized by averaging over disorder and the plateaus appear
at exactly the same conductance (green) expected for the QH-NM
case. Inset: The normal and Andreev transmission coefficients for
QH-SC are plotted as a function of excitation energy at the chemical
potentials highlighted by the arrow. (c) Calculated Fano factor is
plotted as a function of μ showing the 2/3 Fano factor at the ν = 2
plateau, which vanishes for the QH-NM case.

junction with perfectly quantized conductance plateaus, in
agreement with our experimental observations.

NEGF calculations. For NEGF calculations, as in an ear-
lier work [41], we consider an infinite strip of finite width
having a hexagonal graphene lattice connected to two leads,
one on either side [Fig. 4(a)]. Details of the model, pa-
rameters, and numerical calculations are given in SM Sec.
S2 [35]. Within the NEGF formalism, the zero-temperature
two-probe conductance (in units of e2/h) in the linear re-
sponse regime (I = GV ) for a small voltage bias V is given
by G = 2〈[Tr(TN ) + 2 Tr(TA)]〉, where TN and TA are normal
and Adreev transmission matrices, respectively, for each spin

species. The transmission matrices can be expressed in terms
of the Green’s function and self-energy of the leads (SM Sec.
S2 [35]). Here, 〈· · · 〉 represents disorder averaging over many
disorder realizations of {εi}. We define the disorder averaged
transmission matrices as T N (A) = 〈Tr(TN (A) )〉.

Figure 4(b) shows the disorder averaged conductance as
a function of chemical potential (μ) with SC (� = 1/2750t)
and normal (� = 0) right leads. The conductance for both
cases shows the same QH plateaus, as expected from the
effective edge model. But, from the inset of Fig. 4(b), we can
see that only Andreev transmission takes part in the trans-
port, i.e., T N = 0 and T A �= 0, within the superconducting
gap for the SC lead. Following Blanter et al. [27], the shot
noise for a normal-superconductor junction is given by S =
(16e3V/h)Tr[TA(1 − TA)], such that the Fano factor is F =
2〈Tr[TA(1 − TA)]〉/〈Tr[TA]〉. The numerically computed Fano
factor for a graphene QH-SC junction is shown in Fig. 4(c)
and compared with that of a QH-NM system. As is evident,
the Fano factor for the conductance plateaus for QH-SC is
nonzero, in contrast to the QH-NM system. In particular,
F = 2/3 for the ν = 2 plateau, unlike F = 1/2 obtained from
the edge model. This difference in values of F from the NEGF
calculations and the effective model can be traced back to the
difference in the distribution Tr TA over disorder realizations
for the two models. As discussed in detail in SM Sec. S3
[35], in the case of NEGF calculations, we find that Tr TA is
uniformly distributed for ν = 2, thus producing F = 2/3. On
the contrary, in the effective model of AES in the preceding
section, we assumed a uniform distribution of φ as opposed
to the uniform distribution of sin2(φ/2) ∝ TA. This difference
between the NEGF calculation and effective model does not
affect the conductance.

To conclude, our result of close to half a Fano factor along
with quantized conductance for Andreev reflection dominated
transport is an unambiguous signature of the existence of
AESs at the QH-SC interface. The closer agreement of exper-
imental results with the scenario of uniform phase averaging
gives an indication of the crucial involvements of both static
disorder and inelastic processes along the current-carrying
edge even at very low temperatures [40]. Getting insights
into such intriguing dynamical processes for AESs would
be of great importance for the eventual realization of novel
excitations, e.g., Majorana and parafermions, in various QH
insulator-superconductor hybrid systems [4,5,7,42,43].
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