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Two-dimensional ferromagnetic spin-orbital excitations in honeycomb VI3
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VI3 is a ferromagnet with planar honeycomb sheets of bonded V3+ ions held together by van der Waals
forces. We apply neutron spectroscopy to measure the two-dimensional (J/Jc ≈ 17) magnetic excitations in
the ferromagnetic phase, finding two energetically gapped (� ≈ kBTc ≈ 55 K) and dispersive excitations. We
apply a multilevel spin-wave formalism to describe the spectra in terms of two coexisting domains hosting
differing V3+ orbital ground states built from contrasting distorted octahedral environments. This analysis fits a
common nearest-neighbor in-plane exchange coupling (J = −8.6 ± 0.3 meV) between V3+ sites. The distorted
local crystalline electric field combined with spin-orbit coupling provides the needed magnetic anisotropy for
spatially long-ranged two-dimensional ferromagnetism in VI3.
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Introduction. Order in two dimensions is forbidden by
the Mermin-Wagner theorem [1–4] in isotropic ferromagnets.
Although Ising magnetic anisotropy has been theoretically
shown to stabilize long-range magnetic order in two dimen-
sions [5,6], achieving a strong enough single-ion anisotropy
to overcome thermal fluctuations has been difficult to achieve
in real materials. The discovery of stable spatially long-range
ferromagnetism in two-dimensional materials [7–9], such as
CrI3 [10–14], Cr2Ge2Te6 [15,16], and Fe3GeTe2 [17–21] has
opened up the possibility of designing materials useful to spin-
tronic applications [22,23] and for exotic two-dimensional
physics to be explored, such as topologically protected edge
and surface modes [24–26]. We discuss two-dimensional
ferromagnetism illustrating the effects of an orbital degree
of freedom on the magnetic Hamiltonian and show that it
can provide the necessary anisotropy to induce magnetic
order.

VI3 is unique among the two-dimensional van der Waals
honeycomb ferromagnets as V3+ (S = 1) has degeneracy in
the lower-energy t2g orbitals [27,28], resulting in an entan-
glement of spin-orbital degrees of freedom that are coupled
to the local structural environment [29,30]. The structure of
VI3 [Figs. 1(a) and 1(b)] is built upon V3+ forming a layered
honeycomb arrangement with a R3 symmetry, stacked along
c with an ABC arrangement [27,30]. This stacking results in a
rhombohedral superstructure [31], although other symmetries
have been discussed [32,33]. The c-axis stacking results in
domains in large single crystals as evidenced by our scans
of the (1, 1, 0) structural Bragg peak [indexed on a R3 unit
cell in Fig. 1(c)] showing a splitting. Given our interest in the
two-dimensional properties of V3+, we consider an average
R3 structure here. Below Ts ≈ 79 K, a structural transition
away from R3 is observed [32,34].

Magnetization and diffraction on VI3 report a ferro-
magnetic transition (Tc ≈ 50 K) [27,29,30,32,33,35,36], in
agreement with density functional theory [37,38]. NMR [29],
which probes the local V3+ environment, has found the
existence of two different ferromagnetic domains at low
temperatures with differing local crystalline electric fields
surrounding the V3+ sites. This has further been supported
theoretically [39,40] and by diffraction [30]. To understand
the magnetic coupling and spin-orbital ground state, we apply
neutron spectroscopy to probe the magnetic correlations at
low temperatures.

Sample preparation. Over 1000 ∼1-mg single crystals of
VI3 were grown using chemical-vapor transport [41] and edge
aligned using the hexagonal morphology (Fig. 1). The crystals
were coated in hydrogen-free Fomblin oil on Al plates given
their hydroscopic nature [42].

Neutron results. Using the MAPS time-of-flight spec-
trometer (ISIS, Didcot, UK) [43], we first characterize the
low-temperature magnetic fluctuations in Fig. 2. Ei was set at
50 meV with the Fermi chopper spinning at 200 Hz, giving an
elastic energy resolution of 2.3-meV full width at half max-
imum (FWHM). The data were combined with the mantid
and horace packages [34,44,45]. Figures 2(a)–2(c) display
constant energy cuts within the a-b plane showing dispersive
magnetic excitations. Figure 2(d) shows a momentum-energy
slice displaying the dispersive magnetic excitations up to the
zone boundary at ∼20 meV.

Low-energy magnetic fluctuations were measured using
the cold neutron spectrometer MACS (NIST, Gaithersburg,
USA) [46]. The scattered neutron energy E f was fixed at
3.5 meV whereas the incident energy Ei was varied, provid-
ing an elastic resolution of 0.25 meV (FWHM). Figure 2(e)
displays the dispersion along c illustrating little dispersion
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FIG. 1. (a) Structure of VI3 on the a-b plane showing the honey-
comb lattice of V3+ ions (gray) with an octahedral coordination of
iodine ions (green). For this Letter, we take a R3 unit cell. (b) VI3

structure showing the stacking of two-dimensional sheets. (c) (1,1,0)
Bragg peak measured at spins, showing the existence of two domains
at T = 90 K. (d) Aluminum sample mount showing coaligned VI3

crystals covered in Fomblin grease and mounted to one of the 19
panels.

along this direction and affirming the two-dimensional nature
of the magnetic excitations and validating our consideration of
a R3 unit cell, neglecting the ABC structural stacking. This is
confirmed in Fig. 3(a) which plots a constant energy slice on
the (HHL) plane illustrating a rod of scattering correlated in
the (H, H, 0) (in-plane) direction but extended along (0, 0, L).
The decay of intensity with increasing momentum transfer
along (0, 0, L) follows the V3+ magnetic form factor [34,47],
implying the scattering is magnetic. We note there is also a
weak dispersion along L [Fig. 2(e)] which also results in a
decay of intensity for a fixed energy transfer. The magnetic
in-plane coupling is illustrated in Figs. 3(b) and 3(c) with
cuts along (H, H ) showing dispersive excitations at energies
of 4.5 and 8 meV. Figure 3(d) displays a (0, 0, L) integrated
momentum-energy slice that shows two magnetic excitations
dispersing along (H, H ) with gaps of ∼4 and ∼7 meV.

Figure 3 displays two gapped excitations indicative of local
anisotropy which requires a finite energy to overcome. How-
ever, the intensity variation with momentum transfer of the
two modes is different. The lower mode has a strong response
near the zone center, but the intensity decays quickly away
from Q = 0 and is less dispersive. The upper mode is fully
mapped out in Fig. 2 and extends to higher energy and has a
much more uniform intensity distribution across the Brillouin
zone.

The differing energy-momentum dependence of the two
branches is suggestive of excitations from differing ground
states. Corroborating this is a comparison to the excitations

FIG. 2. (a)–(c) T = 5-K constant energy slices from MAPS. En-
ergy integration ranges for each of the cuts in panels (a)–(c) are given
in square brackets. (d) Momentum-energy slice illustrating disper-
sive modes from Q = 0 . The locations of the constant energy slices
are given by the dashed white lines. (e) The excitations along the c
axis from MACS. L introduction is discussed in the Supplemental
Material (SM) [34].

in RbFe2+Fe3+O6 [50] where the Fe2+ (S = 2, L = 2) and
Fe3+ (S = 5/2, L = 0) display spatially long-range charge
and orbital order. In this case, two branches originating from
the two different orbital iron ground states result in a weakly
dispersive mode with intensity concentrated near the zone
center and another mode that disperses more strongly through-
out the zone with an even intensity distribution. Motivated by
this comparison and previous diffraction [30], NMR [29], and
theoretical work [39] indicative of two orbital domains, we
now investigate the magnetic excitations of VI3 in the context
of the spin-orbital properties of V3+.

Single-ion Hamiltonian. Given the near universality of
the spatially localized crystalline electric parameters for
transition-metal ions, we first analyze the single-ion V3+
Hamiltonian with the goal of establishing the magnetic ground
state of V3+ that needs to be coupled in VI3 and, hence,
define the parameters to be extracted from experiment. With
the presence of an orbital degree of freedom and the low-
temperature crystalline distortion and ferromagnetism, there
are four single-ion Hamiltonian terms,

HSI = HCEF + HSO + Hdis + HMF . (1)

This includes the octahedral crystalline electric-field
(HCEF), spin-orbit coupling (HSO), the structural distortion
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FIG. 3. (a) A constant E = 4.5-meV slice at 2 K from MACS
with background subtracted using methodology in Refs. [48,49].
(b) and (c) The constant energy cuts and (d) the momentum-energy
slice integrating along (0, 0, L). The location of the constant energy
scans are indicated by the dashed white lines. The L introduction is
discussed in the SM [34].

away from a perfect octahedron (Hdis), and the local molecu-
lar field (HMF ) imposed by ferromagnetic order. We discuss
each term in this Hamiltonian [Fig. 4(a)] and its effect on the
single-ion magnetic ground state.

HCEF-octahedral field. In VI3, the d2 electrons forming a
free ion 3F are surrounded by six I− ions imposing a crys-
talline electric field on V3+. In terms of Stevens operators
[51,52], this lattice potential is written as HCEF = B4(O0

4 +
5O4

4) [53] with the 3F orbital ground state being energetically
lowered by 360B4 [Fig. 4(a)] with an expected B4 ∼ 3.8 meV
[54,55]. References [39,40] have alternatively discussed the
single-ion properties of VI3 using the strong crystal-field ap-
proach [56,57] whereby the crystalline electric field splits the
fivefold d orbital degeneracy into a ground-state triplet t2g and
excited doublet eg. Either approach leads to a ground-state
projected (L = αl) orbital triplet (l = 1). Given that other in-
organic 3d metal complexes are typically in a high-spin state,
we choose here the intermediate crystalline electric-field basis
with a projection factor of α = − 3

2 [58]. The next excited state
is 480B4 ∼ 1.8 eV [59–64] which fixes the magnetic ground
state of V3+ to be |l = 1, S = 1〉.

HSO-spin-orbit coupling. The effect of spin-orbit coupling
on the |l = 1, S = 1〉 ground state with H = αλl · S, is shown
in Fig. 4(a) and results in three levels with effective angular
momentum values of jeff = 0, 1, 2. For our analysis, we fix
the spin-orbit coupling to the reported value of λ = 12.9 meV
[55]. Given that V3+ with d2 electrons is less than half-filled,
it is expected that λ > 0, implying αλ < 0. The ground state
is jeff = 2 separated from jeff = 1 by 2αλ ∼ 39 meV [55,65].

Hdis-structural distortion. VI3 is distorted from an ideal
octahedron [Fig. 1(b)]. Given orbitally driven transitions are
primarily tetragonal [66–69], we parametrize this as a distor-
tion along ẑ of the octahedra with Hdis = �I,II(l̂2

z − 2
3 ) where

� is proportional to strain. This additional energy term results

FIG. 4. (a) Energy of the V3+ ion under a crystal-field HCEF, spin-orbit coupling HSO, tetragonal distortion Hdis, and mean molecular field
HMF . Positive and negative distortions are shown in red and blue, respectively. (b) S(Q, ω) simulation of the MACS data [Fig. 3(d)] using
the fitted values of exchange parameters. Overlaid data points were extracted from fitting Gaussian peaks to the data. (c) Simulation of the
MAPS data [Fig. 2(d)] using HORACE [43] to account for the finite integration ranges and detector coverage. Overlaid points were extracted
from fitting Gaussian peaks to constant energy cuts.
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in two possible orbital ground states with �II < 0 (flattened
octahedra), an orbital ground-state doublet whereas �I > 0
(elongation) is a ground-state singlet. These two scenarios are
shown in Fig. 4(a) in different colors. In the strong crystal-
field basis [39] one ground state is defined as a dxz, dyz doublet
and a second with the dxy ground-state singlet with one of
the higher-energy dxz, dyz orbitals occupied. Given results in
Refs. [70–73], we expect |�| ∼ 10 meV.

HMF -molecular field. The final HSI term is the molecu-
lar field present in the T < Tc ∼ 50-K ferromagnetic phase
from neighboring ordered spins inducing a Zeeman field on
a V3+ site. The HMF = hMF Ŝz term splits the degenerate
spin-orbit levels and is fixed by the spin exchange which in-
duces a molecular-field hMF = ∑

j Ji j〈Ŝz
j〉 = 3JS [Fig. 1(a)].

Ferromagnetic exchange is expected based on 90◦ bonds [74]
between nearest V3+ neighbors and validated by calcula-
tions [39]. Molecular orbital calculations [28] predict J ∼
−7 meV, implying hMF ∼ −20 meV. This is of a similar
magnitude to the spin-orbit coupling and induces many single-
ion levels with a similar energy scale (Fig. 4).

Multilevel spin waves. The dispersive excitations shown
in Figs. 2 and 3 are indicative of coupled V3+ ions with
the Hamiltonian H = HSI + Hexchange, where Hexchange =∑

j Ji j ŜiŜ j describes an isotropic Heisenberg interaction be-
tween neighboring V3+ ions. The usual method of parametriz-
ing such excitations is based on standard spin-wave theory
where transverse deviations of an angular momentum vector
of fixed magnitude are considered. This is based on a ground
state, energetically separated from other single-ion levels and
is a valid approximation in many compounds with an orbital
degeneracy [75–79] where spin-orbit coupling is a perturba-
tion and is parameterized through anisotropic terms [80]. With
the presence of spin-orbit coupling of a similar magnitude to
the exchange coupling as in VI3, this approach is not valid
due to the mixing [Fig. 4(a)] of single-ion spin-orbit levels
[81] and necessitates a multilevel approach to the excitations.
Below, we apply such a methodology based on single-ion
eigenstates where anisotropy terms are incorporated explicitly
through the single-ion Hamiltonian described above.

We fit Figs. 2 and 3 with three parameters—J and �I,II

with other single-ion terms fixed to the literature values
as described above (note HMF is fixed J). We use the
Green’s function equation of motion [72,73,82] in terms
of the eigenstates of HSI to calculate the neutron re-
sponse via the fluctuation-dissipation theorem S(Q, ω) ∝
− f (Q)2Im[G(Q, ω)]) [34]. This is consistent with other mul-
tilevel spin-wave theories [83,84]. Within the random-phase
approximation, the transverse Green’s functions for nearest-
neighbor coupling is as follows:

G+−
μν (Q, ω) =g+−

μ (ω) + g+−
μ (ω)Jμν (Q)G+−

μν (Q, ω), (2)

where Jμν (Q) = ∑
i j JμνeiQ·δi j is the Fourier transform of the

exchange interaction between nearest sites ν, μ, and gαβ
μ is the

single-site susceptibility, defined as

gαβ
μ (ω) =

∑

mn

〈m| Ŝα
μ |n〉 〈n| Ŝβ

μ |m〉
ω − (ωn − ωm)

. (3)

The energies ωn are the eigenvalues of HSI with |n〉 as
the single-ion eigenstates. VI3 exhibits ABC stacking along
c [Fig. 1(b)] [32] requiring six sites μ, ν = {1, 2, . . . , 6}.

Based on Refs. [29,30,39,40], we consider two domains
with oppositely distorted octahedra—�I > 0 and �II < 0. For
simplicity we fix the volume ratio �I/�II=1. Figures 3(a)
and 2(e) indicate J/Jc ≈ 17, therefore, we neglect coupling
along c, considering the nearest-neighbor in-plane exchange
J equal in both domains. In terms of the momentum-energy
structure of the magnetic excitations, the parameter J tunes
the dispersion of the magnetic modes, and �I,II controls the
size of the gap of the two excitations in Fig. 3. Including
more complex structural deviations has the effect of changing
this gap size [34]. Akin to anisotropy terms incorporated into
conventional spin-wave theory, �I,II describe the effects of
the local single-ion anisotropy from a distortion away from
a perfect octahedral environment.

Figure 4 displays a three-parameter fit with J =−8.6
(±0.3), �II =−13.7 (±0.5), and �I =3.4 (±0.02) meV. The
upper mode is from the domain with a flattened octahedron
(domain II), and the lower mode is from elongation (domain
I). Despite the different energy bandwidths of the two modes,
a common value of the nearest-neighbor J is sufficient to
describe the dispersion in both domains with the different
dispersion bandwidths originating from the contrasting orbital
ground states. The multilevel spin-wave model captures the
rapid intensity decay of the lower mode away from the zone
center, however, we do not observe any intensity near the zone
boundary in experiment, in disagreement with model calcula-
tions. This can be understood by finite lifetime effects due to
disorder which has been both theoretically and experimentally
found to disproportionately affect shorter-wavelength exci-
tations away from the magnetic zone center [85–88]. This
indicates stronger disorder for orbitally singlet V3+ (domain-I
elongation). The stability of a flattening (domain II) of the oc-
tahedron around the V3+ site is consistent with results found
for other V3+ compounds [89–91]. Two distinct V3+ domains
with one disordered is also consistent with NMR results [29].

The multilevel model coupling single-ion states deter-
mined by spin-orbit coupling, distorted octahedra, and a
molecular field results in gapped excitations consistent with
the data with three parameters—�I,II and one exchange con-
stant J . This is in contrast with traditional spin-wave theory
that would require two very different exchange parameters for
the differing domains with the ratio scaling with the magnon
bandwidths. Such a large difference in exchange constants is
difficult to justify through the local bonding environments and
small deviations away from an average R3 unit cell.

The energy cost of excitations is determined by the energy
gap at Q = 0. This is ≈5 meV = 58 K, similar to the Curie
temperature in VI3, which defines ferromagnetic order. This
anisotropic gap, which facilitates magnetic order, originates
from spin-orbit coupling. We note that other two-dimensional
van der Waals magnets which lack spin-orbit coupling do not
display spatially long-range order with NiGa2S4 as an exam-
ple [92–95]. The situation is different in CrI3 [10] and CrBr3

[96] where Cr3+ lacks an orbital degeneracy. It is interesting
that CrI3 has a large Curie temperature but is comparatively
three dimensional in terms of the magnetic exchange coupling
[10] and critical properties [11,35,97]. Spin-orbit coupling,
therefore, can provide a route for creating a strong enough
anisotropy that magnetic order is stable in two dimensions.

To summarize we have presented a neutron spectroscopy
study of the effects of an orbital degree of freedom on
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the honeycomb van der Waals ferromagnet VI3. We have
parametrized these two modes in terms of two oppositely
distorted domains and have presented multi-spin-orbit level
calculations to model the inelastic neutron-scattering response
with good agreement.
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