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We investigate single, ultrathin, pure-wurtzite-phase GaAs-AlGaAs core-shell nanowires by resonant inelastic
light scattering (RILS). We observe electronic Raman excitations, which can be attributed to intersubband
excitations of photoexcited electrons or holes within the quasi-one-dimensional (1D) subband structure. Our
analysis reveals that the electronic systems in the narrowest investigated nanowires, with GaAs core diameters
down to 25 nm, are in the 1D quantum limit. Excitation-density-dependent measurements indicate that the
observed 1D intersubband excitations are mainly of single-particle origin, since no plasmonic shift can be
deduced. Our experimental findings are consistent with a three-step scattering mechanism, based on the Coulomb
interaction of photoexcited electron-hole pairs with free carriers, electrons, or holes. The quantized subband
energies, as extracted from photoluminescence, photoluminescence-excitation, and RILS experiments, can be
nicely reproduced by realistic multiband k · p band structure calculations, taking into account the hexagonal
geometry of the nanowires.
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I. INTRODUCTION

Low-dimensional semiconductors represent a powerful
testbed to explore quantum confinement and its effects on
the interactions between quasiparticles. In this endeavor,
semiconductor heteroepitaxy alongside van der Waals two-
dimensional (2D) crystals has enabled numerous experimental
studies of quasiparticle excitations and their interactions in
quasi-zero-dimensional (0D) and 2D systems. In contrast to
that, implementations of quasi-one-dimensional (1D) systems
in the quantum limit allowing one to study such interactions
are rare and only a few of them readily accessible in exper-
iments. Very recently, the demonstration of self-assembled
growth of ultrathin GaAs-based nanowires [1–4] has opened
the perspective to investigate 2D quantum confinement effects
in 1D structures with unprecedentedly high confinement ener-
gies in optical spectroscopy.

Resonant inelastic light scattering (RILS)—also called
electronic Raman scattering—has proven over decades to
be a very powerful tool for the investigation of electronic
excitations in semiconductor nanostructures, based on zinc-
blende-type materials, like the GaAs-AlGaAs or InAs-InGaAs
system (for an overview, see [5]). The seminal pioneering
works in this area were the first experimental observations of
intersubband excitations in modulation-doped GaAs-AlGaAs
quantum wells by Pinczuk et al. [6] and in GaAs-AlGaAs
heterojunctions by Abstreiter et al. [7]. In the following
decades, also experiments on lower-dimensional systems, 1D
quantum wires [8–19], and 0D quantum dots [10,20–24] were
reported. Most of those experiments were performed on litho-
graphically defined samples with typical lateral dimensions

on the order of 100 nm, or, later, on self-assembled InGaAs
quantum dots [23,24]. In lithographically defined quantum-
wire and quantum-dot systems, the quantization energies are
typically on the order of one or only a few meV. In such
systems, typically a significant number of states are occupied
in modulation-doped structures. The strength of the RILS
method lies in the possibility to discriminate between different
types of electronic excitations via polarization selection rules.
In the literature, three types of electronic excitations are dis-
cussed, which can be probed via RILS, which are spin-density
excitations (SDEs), charge-density excitations (CDEs), and
single-particle excitations (SPEs). The first two types can
be unambiguously identified via polarization selection rules:
SDEs are observed for perpendicular linear polarizations of
the incident and scattered light, while CDEs are active for
parallel linear polarizations [25]. SPEs, on the other hand, are
reported for both polarization configurations, i.e., they do not
seem to obey particular polarization selection rules [26]. SDEs
and CDEs are collective excitations of electrons, i.e., coherent
plasma oscillations. CDEs (plasmons) are blueshifted with
respect to excitations of a noninteracting electron system, due
to the direct, repulsive Coulomb interaction, while SDEs show
a redshift due to the attractive exchange Coulomb interaction.
SPEs, which, by definition, have energies close to excitation
energies of noninteracting electrons were controversially dis-
cussed in literature. It was experimentally found that they
dominate under conditions of extreme resonance [10], when
the energy of the exciting laser is close to the band gap of
the material. For GaAs-AlGaAs quantum wires and quan-
tum dots it has been experimentally shown that under such
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conditions of extreme resonance unpolarized SPEs can be
observed, while at laser energies above the fundamental band
gap, collective SDEs and CDEs can be found with the es-
tablished polarization selection rules [10]. For quantum dots
[27] and quantum wires [28] this was confirmed afterwards
by model calculations, where the electronic excitations are
included in the framework of the random-phase approxima-
tion, and the resonant valence- to conduction-band transitions
are included in the formalism. This was later also shown for
quantum wells [29]. A reasonable explanation for the presence
of unscreened SPEs is that in the collective excitations the
electron plasma oscillates coherently, while SPEs consist of
incoherent electron oscillations, where interaction effects, at
least partially, cancel out [27,30,31]. This has been shown on
a quantitative level by exact diagonalization calculations for
few-electron quantum dots [30].

All the experimental works cited above were performed on
large arrays, i.e., large numbers of wires or dots. The recent
availability of ultrathin GaAs-AlGaAs core-shell nanowires
[1–4] now makes single wire spectroscopy of strong confine-
ment in 1D structures accessible. So far, however, there are
no reports about the investigation of electronic excitations
of 1D charge-carrier systems in nanowires available. Raman
investigations on nanowires with diameters on the order of
100 nm have focused so far on the investigation of phonons
[32–36].

In this work we present RILS experiments on single core-
shell nanowires with very narrow GaAs core diameters down
to 25 nm. We observe electron and hole intersubband exci-
tations of the photoexcited 1D electron-hole plasma, which
can be understood by 2D quantum-confinement effects of
the 1D structures, which are on the order of tens of meV
for the narrowest nanowire. From density-dependent exper-
iments we infer that the 1D intersubband excitations are
predominantly of single-particle type. We propose a three-
step scattering mechanism, based on the Coulomb interaction
between photoexcited electron-hole pairs and the electron-
hole plasma, which can explain the most salient features of
our experimental results. The energetic subband structure, as
experimentally deduced from RILS, photoluminescence, and
photoluminescence-excitation experiments, is well described
by results of realistic k·p model calculations.

II. EXPERIMENTAL AND THEORETICAL DETAILS

Nanowire samples. Pure wurtzite-phase GaAs-AlGaAs
core-shell nanowires are grown by the vapor-liquid-solid
(VLS) growth method in a molecular-beam epitaxy system
[1]. The GaAs nanowire core is covered with a nominally
15-nm-thick Al0.32Ga0.68As shell to avoid nonradiative re-
combination at the GaAs surface. A 7.5-nm-thick GaAs cap
layer protects the AlGaAs layer from oxidation. All nanowires
are undoped. Transmission and scanning electron microscopy
investigations show that the wires have a hexagonal cross
section and crystallize in the wurtzite crystal phase [37,38].
In this work, wires from three different growth runs, with
average GaAs core diameters of 25 nm, 40 nm, and 50 nm, are
investigated. Experiments on three selected single wires with
core diameters of 25 nm, 31 nm, and 41 nm are exemplarily

presented and discussed. The exact core diameters are deter-
mined by comparison of the experimentally extracted subband
energies to model calculations (see further below). For the
nominally 40-nm wire (50-nm wire) this has led to a correc-
tion of the diameter to 31 nm (41 nm), which is within the
experimentally observed average diameter distribution range.
For the 25-nm wire, the nominal diameter is confirmed by
the experimental and theoretical analysis. Figure 1(b) shows
a scanning-electron micrograph of an as-grown single wire
out of the 25-nm-core-diameter growth run. Note that this
wire also contains the AlGaAs shell and the cap layer. Its
total diameter is therefore larger than 25 nm. For the optical
experiments, the wires are broken off the growth substrate
in an ultrasonic bath. The liquid containing the wires is then
dropped onto an oxidized silicon substrate, resulting in few-
micron-long wires, lying horizontally on the silicon-dioxide
surface, with average distances between individual wires,
which allow for the investigation of single wires via optical
microscopy. In Fig. 1(a), a dark-field microscope image of
such a sample is displayed. The dashed green circle marks for
clarity a single nanowire, which can be addressed by a focused
laser beam.

Optical experiments. For the optical experiments, the sam-
ple is mounted in a cold-finger microscope cryostat and is
kept at a nominal temperature of about T = 4 K. The beam of
a tunable continuous-wave Ti:sapphire laser is focused with
a 100× microscope objective onto the sample, resulting in a
spot diameter of about 2 μm. Raman and photoluminescence
(PL) spectra of single nanowires are recorded with a triple
Raman spectrometer in substractive mode, equipped with a
liquid-nitrogen-cooled charge-coupled-device camera. Linear
polarizers are used to define the polarization directions of
the incoming and scattered light. Figure 1(c) is a schematic
picture of the scattering geometry. The laser beam is per-
pendicular to the nanowire and focused by a microscope
objective, which also collects the backscattered light. Due to
the numerical aperture of 0.8 of the objective, a distribution
of finite wave vectors q is transferred parallel to the wire axis.
Since the wavelength λ of the incident and that of the inelas-
tically scattered light are approximately equal, the maximum
value in z direction is given by qz ∼ 4π/λ × 0.8. In the RILS
spectra displayed below, the scattering geometries are denoted
by the Porto notation a(c, d )b, where a and b give the propa-
gation directions and c and d the linear polarization directions
of the incoming and scattered light. The RILS experiments
are taken with a laser power of 50 μW if not otherwise noted.
As will be shown in the main body of the manuscript, for this
illumination density, the density of photoexcited electron-hole
pairs in the nanowires is on the order of 1 × 106 cm−1. Since
the Mott density for GaAs nanowires is at about 3 × 105 cm−1

[39], we assume that excitonic effects are of minor importance
for our experiments. In most of the experiments we rather
excite an electron-hole plasma of free carriers with equal
densities of electrons and holes.

For the photoluminescence-excitation (PLE) experiments,
the intensity of the fundamental PL is recorded in depen-
dence of the photon energy of the exciting laser. As long as
nonradiative relaxation channels are of minor importance, the
PLE spectrum approximates the absorption spectrum of the
sample.
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FIG. 1. (a) Microscope image of a sample, where nanowires are deposited on a silicon-silicon dioxide wafer. The green dashed circle
marks a single nanowire. The golden numbers and crosses are for orientation on the sample. (b) Scanning-electron micrograph of an as-grown
nanowire, before it is broken off in an ultrasonic bath. (c) Schematic picture of the experimental setup for the Raman and PL experiments.
Wave vectors q, which are transferred to the nanowire because of the final aperture of 0.8 of the microscope objective, are indicated. The
coordinate system, used to define the scattering geometries, is also shown. (d) Resonant inelastic light-scattering spectra of three different
single nanowires with GaAs core diameters of 41 nm, 31 nm, and 25 nm, taken at laser energies of 1640 meV, 1647 meV, and 1664 meV,
respectively, close to the resonance maxima of e01. The solid lines are results of fits with Lorentzian lines, except for the green lines, which
are Gaussians. The magenta line is the sum of all fit curves. The green curve describes a hot PL line to the light-hole band. The yellow line
corresponds to stray light from the laser. The scattering geometry is given in the figure.

Theoretical modeling. The band structure calculations for
the GaAs nanowires are performed using the k · p method
combined with the envelope function approximation. This
technique allows us to incorporate the spatial dependence of
the intrinsic parameters and to model the hexagonal quantum
confinement of the nanowire [40–43]. The set of coupled dif-
ferential equations in real space are solved numerically using
the plane-wave expansion, i.e., the spatial dependence of wave
functions, parameters, and potentials is expanded in Fourier
coefficients [44–47]. Specifically for the GaAs wurtzite low-
energy bands, we use the six-band k · p model for the valence
band (which incorporates the heavy hole, light hole, and
crystal-field split-off hole) and the conduction band is treated
within the parabolic model with distinct effective masses for
in-plane (perpendicular to the [0001] axis) and out-of-plane
(parallel to the [0001] axis) directions. For further details on
the k · p model and specific definition of parameters please
refer to Refs. [48–50]. The valence band parameters and the
electron effective masses for GaAs wurtzite are taken from
Ref. [49] (GW-LDA data set, neglecting the spin splitting
in the valence band since wurtzite nanowires with [0001]
growth direction do not exhibit any spin splitting [51]). For the
numerical solution of the nanowire we considered 20 plane
waves along x and y directions on a square grid, leading
to 41 × 41 Fourier coefficients for the wave functions and
81 × 81 for the parameters and potentials. Additional details
of this methodology applied to semiconductor nanowires can
be found in Refs. [1,51]. For the calculation of the absorption
spectra [52], we considered 1001 k-points (kz) and introduced
a Lorentzian broadening with a full width at half maximum
of 2 meV to obtain a smooth absorption curve. The different
contributions of the light polarization parallel and perpendicu-

lar to the nanowire growth direction are direct manifestations
of the intrinsic optical selection rules of wurtzite materials
[48,53], embedded in the particular composition of heavy,
light, and crystal-field split-off bands. Furthermore, since
interband Kane parameters in GaAs wurtzite are not well
established [54] and we are mainly interested in the energetic
position of the absorption peaks, we have considered P1 = P2

in the calculated absorption spectra, with P1 (P2) being the
amplitude of the dipole matrix element for out-of-plane (in-
plane) light polarization.

III. RESULTS AND DISCUSSION

We start by comparing RILS spectra of three different
single nanowires, which were taken from three growth runs
with nominal GaAs core diameters of 25 nm, 40 nm, and
50 nm. Figure 1(d) displays RILS spectra of the three selected
single wires, recorded in x̄(z, z)x scattering geometry. In the
following we use the simplified notation ei, hi, and li for the
1D electron, heavy-, and light-hole subbands, respectively.
The indices i = 0, 1, 2, . . . are used to order the states with
increasing energy. Very small energy splittings of some of
the states, due to the anisotropic symmetry of the hexagonal
cross section of the wires, are omitted for the moment. We
will come back to these below when discussing the calculated
band structure. To avoid the strong PL background from the
fundamental band gap PL in the RILS spectra, the laser ener-
gies are chosen to be close to light-hole to conduction-band
transitions of the corresponding wires, i.e., about 100 meV
above the fundamental band gap transition h0 → e0. The exact
laser energies are given in the caption of Fig. 1. The experi-
mental spectra are shown in Fig. 1(d) by black dots, while the
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FIG. 2. (a) Series of RILS spectra, taken in x̄(z, z)x scattering
geometry, for different laser energies, as given in the figure. The
solid colored lines are fit results, using a set of Lorentzian lines,
except for the green lines, which are Gaussians. The magenta lines
are the respective sum of all fit curves. (b) Intensities of the h01 and
e01 Raman excitations versus laser energy. (c) Comparison of RILS
spectra for different scattering geometries, as indicated in the figure.
The spectra are recorded at a laser energy of 1664 meV.

colored lines are results of fits, using a set of Lorentzian lines,
except for the green lines (hot PL), which are Gaussian lines.
The magenta lines represent the sums of the corresponding
single lines. Besides the longitudinal optical (LO) phonon of
GaAs, two prominent Raman excitations can be identified in
each spectrum (blue and red fit curves), where the energies
of the excitations increase with decreasing wire diameter. We
interpret the two excitations as intersubband excitations of (i)
photoexcited electrons from the 1D electronic ground state e0

to the first excited state e1 in the conduction band, e0 → e1,
labeled as e01 in Fig. 1(d), and (ii) of photoexcited holes
from the ground-state heavy-hole subband to the first excited
heavy-hole subband, h0 → h1, labeled as h01 in Fig. 1(d). This
identification is strongly supported by the good coincidence
of the transition energies with results of our realistic k · p
band structure calculations [see Figs. 5(a) and 5(b), for 25 nm
and 31 nm nanowires, respectively]. The green solid lines
in Fig. 1(d) describe hot PL recombinations, resulting from
dipole-allowed resonant e0 → l0 transitions at the 1D van
Hove singularity. To verify that the observed intersubband
excitations e01 and h01 are indeed Raman excitations and not
due to hot PL, we show exemplarily in Fig. 2(a) a selection
of RILS spectra of the 25-nm nanowire for different laser
energies. As can be seen in the figure by the vertical dashed
lines, the Raman shifts of e01 and h01 are independent of
the laser energy, while the energy of the hot PL [green solid
lines in Fig. 2(a)] stays approximately constant on an absolute
energy scale at about 1635 meV, which is close to the e0 → l0
transition energy of the 25-nm wire [cf. Fig. 6(a)]. From the
other two nanowires we get similar results (not shown).

Figure 2(b) shows the resonance profiles of the two exci-
tations, i.e., their intensities versus laser energy. The onsets
of the resonances are shifted by ∼12 meV, which matches
the difference in excitation energies of ∼28 meV for e01

and ∼16 meV for h01. From that it follows that the reso-
nant intermediate state in the scattering process is the same
for both excitations, which is the e0 − l0 electron-hole pair
(or exciton). This is further corroborated by the polarization
characteristics of the scattering processes. Figure 2(c) shows a
comparison of different scattering configurations, using linear
polarizations of the incident and scattered photons, which are
either parallel or perpendicular to the nanowire axis. Clearly,
the signal is well pronounced for x̄(z, z)x, only. It is well
known for GaAs nanowires that transitions from heavy-hole
states have a transition dipole, which is dominantly perpen-
dicular to the wire axis (x and y directions), while the l0 → e0

light-hole transition dominates for polarization parallel to the
wire [cf. also band structure calculations in Figs. 5(a) and
5(b)]. Hence the observed polarization dependence of the Ra-
man excitations underlines that, in the presented experiments,
initially l0 − e0 electron-hole pairs are created and heavy-hole
contributions are of minor importance.

Based on the experimental observations presented above,
we propose a three-step, third-order scattering process for
RILS on electron and hole intersubband excitations in the
nanowires, which is based on the Coulomb interaction be-
tween photoexcited electron-hole pairs and charge carriers of
the electron-hole plasma. Figure 3(a) is a schematic picture
of the scattering process for creation of an e01 intersubband
excitation in the conduction band. In the first step, an electron
from the l0 light-hole subband is excited into a virtual state
close to the e1 subband. The electron is then, in the second
step, resonantly scattered into the e0 subband via Coulomb
interaction with another electron, which is already present in
the e0 subband due to photoexcitation. For energy conserva-
tion, the second electron is scattered at the same time from e0

to e1, i.e., an e01 intersubband excitation is created. In the third
step, the scattered electron-hole pair e0 − l0 at the van Hove
singularity band edge recombines and emits the scattered pho-
ton. This means that—as observed in the experiments—the
inelastically scattered light is resonant with the e0 → l0 van
Hove singularity hot PL for the case of extreme resonance. In
Fig. 3(b), the corresponding process for the scattering by h01

heavy-hole intersubband excitations is illustrated. Photoex-
cited holes relax very quickly, on a subpicosecond timescale
[55], to the bottom of the heavy-hole subbands and form there
a photoexcited hole plasma. If the electron in step one is
excited from l0 into a virtual state, which is just by the energy
of h01 above the e0 subband, it can be resonantly scattered
in the second step via Coulomb interaction with a hole in h0

into the e0 subband, and, at the same time, a h01 intersubband
hole excitation is created in the valence band. Both scattering
processes are consistent with the experimental observation
that—for the resonant case—the energy of the scattered light
is resonant with the e0 → l0 van Hove singularity hot PL. This
means that both scattering processes—for e01 as well as for
h01—are outgoing resonances. This is strongly corroborated
by a comparison of the observed resonance energy to the
calculated absorption (see discussion of Fig. 6 below).

The third-order matrix elements for the processes, dis-
played in Figs. 3(a) and 3(b), are given by [56,57]

M =
∑

ν,ν ′

〈 f |As · p̂|ν ′〉〈ν ′|V̂C |ν〉〈ν|Ai · p̂|i〉
(h̄ω2 − Eν ′ )(h̄ω1 − Eν )

. (1)
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FIG. 3. (a) Schematic picture of a three-step scattering process for creation of an e01 intersubband excitation. In the first step an electron is
excited from l0 to a virtual state; in the second step the electron is scattered by Coulomb interaction with a photoexcited electron to e0, while the
photoexcited electron is excited from e0 to e1, i.e., an e0 → e1 intersubband excitation is created. In the third step, the electron in e0 recombines
with the hole in l0. (b) Same as (a) but for the creation of a h0 → h1 hole intersubband excitation. (c) Illustration of the maximum energetic
width � of an intersubband excitation with finite momentum distribution q. (d) Schematic picture of the e01 single-particle continuum. All
energies in the dark-blue shaded region contribute to the e01 intersubband excitation. (e) Maximum width � of the e01 intersubband excitation
versus 1D electron density, calculated under the assumption that only the lowest subband is occupied. The gray-shaded regions indicate the
density ranges, where wires with 25 nm, 31 nm, and 41 nm diameter are in the 1D quantum limit.

Here, |i〉 and | f 〉 denote the initial and final states of the
system, respectively. The initial state is the unperturbed pho-
toexcited electron-hole plasma, while the final state may
contain, in addition, an intersubband single-particle electron
or hole excitation, e01 or h01. |ν〉 and |ν ′〉 are the first and
second intermediate states with energies Eν and Eν ′ . Ai (As)
is the vector potential of the incident (scattered) photon and p̂
is the momentum operator. The matrix element in the middle
describes the scattering from intermediate state |ν〉 to |ν ′〉
via Coulomb interaction V̂C with the electron-hole plasma,
where an intersubband excitation is created in the electron or
hole system. The energy denominator becomes zero if either
the energy of the electron-hole pair in the first intermediate
state Eν is a real state of the system and equal to the energy
h̄ω1 of the incident photon or if the scattered photon energy
h̄ω2 equals the energy Eν ′ of an electron-hole pair in a real
state. The latter is the case for the above-discussed processes.
There, Eν ′ is equal to the energy of the e0 − l0 electron-hole
pair at the van Hove singularity. This leads to a strong reso-
nance enhancement of the scattering process. For simplicity,
the schematic diagrams in Figs. 3(a) and 3(b) are drawn for
vertical transitions, neglecting a wave-vector transfer qz in
wire direction. Of course, similar processes also apply, taking
into account the finite momentum transfer qz.

We note that the proposed scattering process is similar to
resonant Raman scattering by optical phonons in semicon-
ductors, where the interaction term is the electron-phonon
interaction. It is also similar to a three-step excitonic scatter-

ing process, suggested in 1989 by Danan et al. [56] for RILS
on collective intersubband excitations and, later, by Govorov
[57] on intrasubband excitations in GaAs quantum wells. Very
recently, a related process was also suggested for RILS exper-
iments on semiconducting carbon nanotubes, where excitons
are created by inelastic light scattering [58].

All experiments presented so far are recorded with a laser
power of 50 μW. However, due to the different wire diameters
and, hence, different active areas of the wires, and due to
different absorption strengths [59], the electron/hole densities
are expected to be different for the different wires at the same
excitation power. Moreover, so far we have no information
about the number of occupied electron and hole subbands in
the experiments. To get a first handle on this, we evaluate in
more detail the experimental linewidths of the observed inter-
subband excitations. We start by estimating the intrinsic upper
limit for the linewidths in the 1D quantum limit. Figure 3(c)
illustrates for a given occupation of the e0 subband the two
extreme cases of e01 intersubband excitations with maximum
wave-vector transfer q = qz, due to the finite aperture of the
microscope objective [cf. Fig. 1(c)]. This leads to a maximum
energy broadening of the e01 excitation of � ≈ 2h̄2kF qz/m∗,
where kF is the magnitude of the Fermi wave vector and m∗
the effective electron mass. For 1D systems, kF and the elec-
tron density n are related by kF = nπ/2. Figure 3(d) displays
schematically the single-particle continuum for e01 intersub-
band excitations under the assumption that only the lowest
subband is occupied, i.e., that the electron system is in the 1D
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quantum limit. All excitations which contribute to e01 due to
the finite wave-vector distribution are highlighted by a darker
blue shading. The maximum width is labeled by �. From the
above considerations it follows that � ∝ n in the 1D quantum
limit. This proportionality is quantitatively shown in Fig. 3(e)
by the green line, using an electron effective mass of 0.060m0

for the �7 conduction band [49]. The different gray-shaded
boxes indicate the density ranges, where nanowires of 25 nm,
31 nm, or 41 nm widths would be in the 1D quantum limit.
We can also read off from this graph the corresponding max-
imum intrinsic widths � of the e01 intersubband excitation
for the three cases. Since we expect in the realistic system an
inhomogeneous broadening due to, e.g., diameter fluctuations
of the nanowire within the illuminated lengths of ∼2 μm, �

represents the lower limit, expected for the experimentally ob-
served excitation. From the spectra in Fig. 1(d) we can extract
linewidths of the e01 excitation of about 5.8 meV for the 25-
nm wire, 7.0 meV for the 31-nm wire, and of about 5.5 meV
for the 41-nm wire. Comparing this to Fig. 3(e) we find that
the linewidth for the 25-nm wire is with 5.8 meV well within
the range of the 1D quantum limit. Quantitatively, we can read
off an electron density of 1.1 × 106 cm−1 for this case, which
would approximate the density if there would be no inhomo-
geneous broadening. Since we expect also a contribution to
the linewidths due to inhomogeneous broadening, it follows
that n < 1.1 × 106 cm−1 for the 25-nm wire. Further below
we will retrieve quantitative values for the electron densities
via excitation-density-dependent measurements. However, so
far we can definitely say that the 25-nm nanowire is in the 1D
quantum limit. For the 31-nm wire we cannot be sure, since
with about 7.0 meV the linewidth is just above the range of
the 1D quantum limit for this wire width in the intrinsic case.
Here it depends on the amount of inhomogeneous broadening
whether or not this wire is in the 1D quantum limit. Again,
below it will be shown that also this wire is in the 1D quantum
limit. The same holds true for the 41-nm wire, where the
observed linewidth is with about 5.5 meV also just above the
intrinsic range.

Next, we investigate the excitation-density dependence of
the signals. We focus in the remainder on the 25-nm and
31-nm wires, since there the quantization effects are most
pronounced. The laser energy in these experiments is adjusted
slightly above the resonance positions of e01 to get strong e01

and h01 Raman signals, and the x̄(z, z)x scattering geometry
is used. Therefore, we can resonantly populate the first and
the edge of the second electron subbands only. This means
that, at sufficiently high laser powers, the total electron and
hole densities may show some saturation effect and will not
increase to arbitrarily large values because of Pauli blocking.
Since the heavy-hole effective mass is with m∗

h = 0.75m0 [49]
twelve times larger than the electron effective mass, even
when the second electron subband e1 gets populated, only the
lowest heavy-hole subband h0 will be significantly occupied.

Figures 4(a) and 4(b) show RILS and PL spectra of
the 31-nm wire for different laser intensities. Since for the
density-dependent experiments a modified experimental setup
was used in order to reach larger illumination powers, we
evaluate in the following the laser powers relative to a power
P0, which in the previous experiments would correspond to
P0 = 50 μW. We have adjusted this by the intensity ratio of

the h01 and e01 excitations in the spectra. In the PL spectra
the emergence of the excited-state PL e1 → h1 can be seen.
While the RILS spectra are normalized and vertically shifted
for better comparability, in Fig. 4(b), the raw data PL spectra
are displayed. In Fig. 4(c), the intensity of the excited-state
PL is plotted versus laser power. Via the black solid line,
which is a linear fit to the data points, a zero intensity at
about 1.2P0 can be estimated. From this we conclude that
the population of the e1 subband starts at this laser power.
Taking into account the experimentally determined e01 energy
of ∼21 meV for the electron Fermi energy, this results in an
electron density of ∼1.2 × 106 cm−1. From this we conclude
that, in the experiments above with laser power P0, the density
in the 31-nm wire is ∼1.0 × 106 cm−1, which is well within
the 1D quantum limit [cf. Fig. 3(e)]. Furthermore, it follows
that about 25% of the observed linewidth of 7 meV in Fig. 1(d)
is resulting from inhomogeneous broadening. Next, we will
have a closer look onto the density dependence of the Raman
excitations in Fig. 4(a). The h01 intersubband hole excitation
vanishes for laser powers >P0. This can be understood as fol-
lows: the resonant scattering process, displayed in Fig. 3(b),
is effective only as long as the electron Fermi energy in e0 is
smaller than the h01 excitation energy. Otherwise, the process
is suppressed by Pauli blocking. This roughly coincides with
our finding above that the electron Fermi energy reaches the
e1 electron subband at a laser power of about 1.2P0. Or, in
other words, if we were not in the 1D quantum limit at a
laser power of P0, we would not observe the h01 heavy-hole
intersubband excitation, since its resonant scattering process
would be blocked. The analogous experiments on the 25-nm
wire are shown in Figs. 4(d) to 4(f). With a similar analy-
sis we find here for the 25-nm wire an electron density of
about 0.24 × 106 cm−1 for experiments with a laser power
of P0. This density is close to the Mott density for GaAs
nanowires [39]. Therefore, we cannot fully exclude the influ-
ence of excitonic effects on the intermediate states for this
situation. Again, comparing with Fig. 3(e), this density is
well within the 1D quantum limit for the 25-nm wire. Fur-
thermore, comparing the “intrinsic” linewidth corresponding
to this density from Fig. 3(e) to the experimentally observed
one of ∼5.8 meV, we find that about 77% of the linewidth is
caused by inhomogeneous broadening, which is significantly
more than for the 31-nm wire. This seems reasonable, tak-
ing into account that, due to the ∼1/d2 dependence of the
quantization energies on the diameter d of a nanowire, the
influence of wire-width fluctuations on the linewidth becomes
quantitatively more important the thinner a wire is [60].

We assume that the carrier system is mostly thermal-
ized with the lattice in our experiments, due to the greatly
enhanced lifetime of photoexcited electron-hole pairs in ul-
trathin nanowires, which goes up to several tens of ns [1,59].
This holds within the whole range of applied illumination den-
sities. We infer this by comparison to temperature-dependent
measurements of the electronic excitation e01 and h01 (not
shown), which show that their intensities strongly decrease
with increasing lattice temperature, and can no longer be
observed for temperatures >40 K. In our density-dependent
measurements at low temperature, presented in Figs. 4(a)
and 4(d), on the other hand, we do not observe a significant
saturation effect of the intensities of the electronic excitations
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FIG. 4. (a) RILS spectra of the 31-nm wire for different laser powers, given relative to a power P0, which is equivalent to the power used
in the experiments, displayed in Fig. 1(d). The spectra are normalized and vertically shifted for clarity. (b) PL spectra of the excited state PL
e1 → h1 for different laser powers. (c) Intensities of the e1 → h1 PL line versus laser power. The black line is a linear fit to the data. The
intersection with the x axis is given in red. (d)–(f) Same as (a)–(c) but for the 25-nm wire. The spectra in (a) and (b) are taken at a laser energy
of 1646 meV and those in (d) and (e) at 1666 meV.

with increasing illumination power in the raw data; they rather
increase in intensity with increasing illumination power. From
this we conclude that within the measured density range the
carrier system seems to be mostly thermalized with the lattice.

The density-dependent RILS experiments in Figs. 4(a) and
4(d) allow us to draw conclusions about the type of the
observed electronic intersubband excitations. By the vertical
dashed lines we can see that there is a slight redshift of
the intersubband excitations with increasing laser power, i.e.,
with increasing electron and hole densities. This is much
more pronounced for the 31-nm wire in Fig. 4(a), which
has a larger effective area and almost by an order of mag-
nitude larger densities, than for the 25-nm wire in Fig. 4(d).
For collective charge-density excitations, i.e., intersubband
plasmons, we would expect just the opposite: an increase
of the energy with increasing density due to the repulsive
Coulomb interaction. Collective spin-density excitations, on
the other hand, would redshift with increasing carrier density.
However, polarization selection rules, derived for zinc-blende-
type semiconductors [25], dictate that spin-density excitations
are allowed for crossed linear polarizations of incident and
scattered photons only. The most obvious difference of the

wurtzite phase, in comparison to the zinc-blende phase, is
that the heavy-light-hole degeneracy is lifted in the bulk
crystal. Inspection of the selection rules on the basis of the
wurtzite Kane model [48] reveals that in the wurtzite phase
the selection rules for charge- and spin-density excitations are
still valid in good approximation, since also there the Bloch
functions are composed of s-like and p-like atomic functions
in the conduction and valence band, respectively. Clearly,
as shown in Fig. 2(c) above, in our experiments the Raman
signals are dominant for parallel linear polarizations, where
collective charge-density excitations and single-particle exci-
tations are allowed. Furthermore, there is no depolarization
shift detectable for crossed versus parallel linear polarization
configurations [cf. Fig. 2(c)], which leads us to the assumption
that we dominantly observe single-particle excitations.

There is another strong argument for the single-particle
nature of the observed excitations, which is the lack of a
significant plasmon-phonon coupling in the experiments. In
polar GaAs there is usually a strong coupling of plasmons
and the LO phonon via the macroscopic electric fields of both
excitations, which can lead to significant energy shifts. This
was first noticed in n-doped bulk GaAs by Mooradian and
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FIG. 5. (a) Results of a k · p subband calculation for a realistic hexagonal nanowire with 25 nm GaAs core diameter. The relevant electron-,
heavy-, and light-hole states are labeled by en, hn, and ln, respectively. The color scale for the valence-band states indicates the polarization
of the transition dipole to the conduction band due to the valence-band mixing effects. (b) Same as (a) but for 31 nm GaAs core diameter.
(c) Plots of the probability density of some of the 1D subbands of the 25-nm wire. The bands, e.g., e1, e2, h1, h2, and l1, show a splitting due
to the anisotropic symmetry of the hexagonal cross section, indicated by the labels ′ and ′′.

Wright [61], and is reported in many papers on modulation-
doped quantum wells, e.g., in Refs. [6,56]. In Fig. 1(d), where
we compare spectra of the three wires directly, one can see
that the LO phonon is essentially unchanged in energy. For
the 25-nm wire the energy e01 is closest to the LO phonon.
There, the LO phonon seems to be broader, i.e., damped, in
comparison to the other two wires, but not shifted in energy.
The broadening could be due to Landau damping, i.e., the
decay into uncorrelated electron-hole pairs, as also observed
for the LO phonon in graphene [62]. The absence of a sig-
nificant plasmon-phonon coupling effect in our experiments
is, hence, an additional hint for the single-particle nature of
the excitations. In summary, we conclude that an approximate
treatment of the excitations as excitations of noninteracting
particles, neglecting direct and exchange Coulomb-interaction
effects, is appropriate. The origin of the slight redshift of e01

with increasing density, which is more pronounced for the
31-nm wire with the larger densities [cf. Fig. 4(a) vs 4(d)],
is unclear at the moment. It may be an intricate property of
interactions in the photoexcited electron-hole plasma (see also
discussion of experiments at high illumination power further
below).

In the following, we will briefly discuss the results of
the k · p band structure calculations. Figures 5(a) and 5(b)
show the calculated subband dispersions for the 25-nm and
31-nm nanowires, respectively. The energy scales show the
calculated subband energies relative to a band gap energy Ec,
which is adjusted below to the experiments. The color scale,
used for the valence-band subbands, indicates the orientation
of the transition dipole to the conduction band. One can see
that heavy-hole transitions are dominant for light polarizations
perpendicular to the wire (x, y directions), while for the light-

hole ground state l0, close to kz = 0, the transition dipole has
a strong z component. This is more pronounced for the 25-nm
wire than for the 31-nm one. There, the light-hole transition
represents a mixture of perpendicular and parallel compo-
nents. Nevertheless, since the heavy-hole transitions have a
clear perpendicular component, only in the scattering geome-
try x̄(z, z)x, which is used in the RILS experiments light-hole
transitions are excited predominantly. Figure 5(c) displays the
calculated probability densities of selected 1D subbands at
kz = 0. The white hexagons outline the cross section of the
GaAs region. The e0 and h0 ground states show an almost
cylindrical symmetry. However, for the excited states e1, e2,
h1, h2, and l1, the anisotropic symmetry of the hexagonal cross
section leads to two slightly different configurations for the
corresponding wave functions. For the e1 state, e.g., these two
configurations are labeled by e1′ and e1′′ in Fig. 5(c). The two
different possibilities for the excited state wave functions lead
to small splittings of the subbands, which are typically below
1 meV. In Fig. 5(a), this splitting is most pronounced for the
h1 subband. For most of the states, it can hardly be recognized
within the used widths of the lines in Figs. 5(a) and 5(b).
Also in the experiments we have no clear evidence for these
splittings because of the experimental linewidths, which are
on the order of several meV.

Now, we come to a central point of this work—the quanti-
tative comparison of the experimental results to the calculated
1D subband structure. To this end, we plot in the upper parts
of Figs. 6(a) and 6(b) calculated absorption spectra, based
on the above-described band structure calculations. The red
curves are the absorption for linear polarization perpendicu-
lar to the wires, while the blue curves are results for linear
polarization parallel to the wires. The van Hove singulari-
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FIG. 6. (a) Comparison of calculated absorption spectra for the
25-nm nanowire (upper panel) to experimental results. (b) Same as
(a) but for the 31-nm nanowire.

ties are labeled with the corresponding transitions, which are
relevant for the comparison to the experiments. The brown
curves in both figures are PL spectra with linear polarization
perpendicular to the wires, corresponding to e0 → h0 tran-
sitions. The calculated absorption spectra are rigidly shifted
so that the h0 → e0 transitions coincide with the measured
PL positions. From this we receive values for the effective
band gap Ec of 1496.5 meV and 1498.5 meV for the 25-
nm and 31-nm wire, respectively. These values are roughly
20 meV smaller than the bulk band gap energy of undoped
wurtzite-type GaAs, which is about 1520 meV. We believe
that the reason for this is the band gap renormalization effect
due to the photoexcited electron-hole plasma in the wires.
As shown above, for nominally the same excitation powers,
different densities are excited in the two wires due to their
different widths. Therefore, it is not surprising that the two
values for Ec are not identical. The magenta dots display
PLE measurements with x̄(y, y)x polarization configuration,
exciting and detecting dominantly heavy-hole transitions. The
PLE measurements for both wires are averaged over up to five
measurements. It was only possible to get reasonable PLE
spectra in the displayed energy range. As elaborated above,
the second intermediate state in the RILS experiments on e01

and h01 intersubband excitations is the e0 − l0 electron-hole
pair. Therefore, we have plotted in Figs. 6(a) and 6(b) the

intensities of the two Raman excitations versus energy of the
scattered light, i.e., versus the absolute resonance position.
If our interpretation of the Raman processes is correct, this
should follow the absorption at the l0 → e0 van Hove sin-
gularity. One can recognize in Figs. 6(a) and 6(b) that for
both Raman excitations in both nanowires this is reasonably
well fulfilled [green and black dots in Figs. 6(a) and 6(b)].
Using the crystal field and spin-orbit coupling parameters of
Ref. [49], the calculated heavy-light hole splitting for bulk
GaAs amounts to ∼102 meV. This value is consistent with
other theoretical studies [63–65] and experimental reports
[2,32,66,67] suggesting that the heavy-light hole splitting is
∼100 meV. Furthermore, the energy difference between the
ground-state PL e0 → h0 and the excited-state PLE transition
h1 → e1 should just be equal to the sum of the e01 and h01 tran-
sition energies. This is nicely verified in our experiments with
∼45 meV (∼33 meV) for the sum of the e01 and h01 transition
energies for the 25-nm (31-nm) wire, which underlines our
interpretation that the observed intersubband excitations are
mainly of single-particle origin. In summary, the results of PL,
PLE, and RILS experiments on electron and hole intersubband
excitations confirm nicely the calculated subband structure of
the ultrathin nanowires.

Finally, in the last part of this work, experiments with high
illumination power of 5 mW will be discussed, where the sec-
ond 1D electron subband is significantly populated. This was
only possible for the 31-nm wire. Only in this wire we could
detect also intersubband excitations, starting from the second
electron subband e1. The reason for this may be that due to
the larger effective area of this wire, and the smaller subband
quantization energies in comparison to the 25-nm wire, this
regime could conveniently be reached. Figure 7(a) shows a
series of RILS spectra of the 31-nm nanowire for different
laser energies, recorded in x̄(z, z)x scattering geometry. At
this high excitation power, the h01 intersubband excitation is
already strongly quenched due to Pauli blocking, and the e01

electron intersubband excitation shows a significant redshift
of about 3 meV in comparison to the above experiments at
50 μW, where the wire is in the 1D quantum limit. At larger
laser energies two additional Raman excitations appear, which
we interpret as e12 and e13 intersubband excitations, starting at
the second electron subband e1. Also these excitations, which
can be observed in Fig. 7(a) at about 22 meV and 29 meV,
are redshifted in comparison to the subband calculation in
Fig. 5(b), from which we extract single-particle energies of
about 27 meV and 36 meV for e12 and e13, respectively. As
explained above, even if the second electron subband is popu-
lated, only the first heavy-hole subband will be populated with
holes. Therefore, we do not expect hole excitations, starting at
the second hole subband. In Fig. 7(b), the extracted intensities
of the Raman lines are plotted versus the energy of the scat-
tered light, i.e., the energy of the Raman excitations on the
absolute energy scale. Corresponding to our analysis above,
this should resemble the absorption of the second intermediate
state of the resonant scattering process, i.e., the corresponding
van Hove singularity. The black dots correspond to the e01

excitation. This curve resembles nicely the asymmetric shape
of the e0 − l0 van Hove singularity [cf. blue curve for E‖z in
Fig. 6(b)]. In Fig. 7(c), the resonant scattering process for the
e12 intersubband excitation is sketched. The relevant transition
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FIG. 7. (a) RILS spectra of the 31-nm wire at a laser power of 5 mW for different laser energies. (b) Intensities of the observed Raman
excitations of (a) plotted versus their position on the absolute energy scale. (c) Schematic picture of the resonant scattering process, which
leads to the creation of an e12 intersubband excitation.

in the third step would be the e1 → l1 van Hove singularity.
The same holds for the excitation of the e13 intersubband
excitation in the same energy range. A resonance with the
e2 → l2 van Hove singularity, on the other hand, would be
expected at much higher laser energies. The results for these
excitations, shown in Fig. 7(b) as red and blue filled dots,
confirm this interpretation. Both excitations are resonant at
about the same energy, which is by about 18 meV larger than
that for the e01 excitation. This just equals the energy of the e01

excitation itself, neglecting the small splitting of the light-hole
band.

We note that a qualitatively similar redshift of the subband
spacing e01 between the first and second conduction-band
subbands in gated, modulation-doped GaAs-AlGaAs quantum
wells was reported by Goñi et al. [68] and Giudici et al. [69],
using PL and Raman experiments of the intersubband excita-
tions. The authors observed a redshift of the subband spacing
e01 as well as of the corresponding collective intersubband
excitations, SDE and CDE, when the second subband e1 was
populated with electrons via application of a gate voltage.
By comparison to calculations, employing time-dependent
local-density approximation, they conclude that the redshift
of e01 is due to exchange-correlation effects, which overcom-
pensate the blueshift with increasing density due to the direct
Coulomb interaction. In Ref. [70], Giudici et al. were able
to investigate the density dependence of both intersubband
excitations, e01 and e12, of the gated quantum wells. They
find that, while e01 redshifts with population of the second
subband, e12 shows a strong blueshift. The authors argue that
this happens since the third subband, e2, is still unoccupied;
hence the direct Coulomb interaction dominates and causes
the blueshift of e12.

We also believe that the redshift, observed in our exper-
iments on 1D intersubband excitations in the 31-nm wire at
high illumination power, is caused by many-particle inter-
actions in the photoexcited electron-hole plasma. However,
there is a subtle difference in our results, when compared

to Refs. [68–70]. In our experiments on 1D intersubband
excitations in the 31-nm wire we find that all observed in-
tersubband excitations, e01, e12, and e13, redshift when the
second subband is occupied: we can get an estimate of the
excitation energies e12 and e13 at low power, when only the
lowest subband is significantly occupied, when we pump res-
onantly electrons into the second subband e1 via the l1 → e1

transition. Then, a nonthermal population is created in the e1

subband. Figure 8 shows exemplarily such a measurement
on the 31-nm wire. The laser energy is in the upper range

FIG. 8. Raman spectrum of the 31-nm wire, taken at a laser
energy, close to the l1 → e1 transition, where electrons are pumped
resonantly into the e1 subband. The colored lines are fits, using a set
of Lorentzian lines, except for the hot PL, which is a Gaussian. The
magenta line is the sum of all fit lines.
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of energies used for the resonance measurement, shown in
Fig. 6(b) (black and light-green dots). In such experiments we
observe indications of e12 and e13 in the high-energy flank of
e01 (see Fig. 8), which allow us to estimate their energies for
the 31-nm wire. The fact that we clearly observe the intersub-
band hole excitation h01 tells us that still mainly the lowest
subband is occupied, and the population in e1 is nonthermal.
From fits we find energies of ∼21.0 meV, ∼24.5 meV, and
∼34.1 meV for e01, e12, and e13 at low power [compare to
20 meV, 27 meV, and 36 meV from band-structure calcu-
lations, Fig. 5(b)] and of 18 meV, 22 meV, and 29 meV at
high power [cf. Fig. 7(a)]. Thus all observed 1D intersubband
excitations experimentally show a redshift of about 3–5 meV
when the second subband is occupied. The difference to the
results in Refs. [68–70] may lie in the fact that we investigate
a charge-neutral, photoexcited electron-hole plasma, while in
Refs. [68–70] modulation-doped, gated quantum wells were
investigated, where also band-bending effects due to space
charges may play a role. Therefore, the origin of our observed
redshifts is still elusive to us, though we truly believe that
it has to come from many-particle interaction effects in the
electron-hole plasma, which certainly need more theoretical
investigations.

IV. CONCLUSION

In conclusion, we have observed intersubband excitations
of photoexcited electrons and holes in ultrathin core-shell
nanowires via resonant inelastic light scattering. A three-
step scattering mechanism, which is based on the resonant
Coulomb scattering of photoexcited electron-hole pairs by
individual electrons or holes of the electron-hole plasma,
can qualitatively explain the most salient features of the ex-
periments. By the combination of the resonant Raman data,
photoluminescence, and photoluminescence excitation exper-
iments, the quantized subband structure of the nanowires is
deduced, which can be nicely modeled by realistic k · p cal-
culations.
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