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Efficient ionization of two-dimensional excitons by intense single-cycle terahertz pulses

Høgni C. Kamban * and Thomas G. Pedersen
Department of Materials and Production, Aalborg University, DK-9220 Aalborg Øst, Denmark

and Center for Nanostructured Graphene (CNG), DK-9220 Aalborg Øst, Denmark

(Received 12 August 2021; revised 6 December 2021; accepted 7 December 2021; published 20 December 2021)

External electric fields are highly attractive for dynamical manipulation of excitons in two-dimensional
materials. Here, we theoretically study the ionization of excitons in monolayer transition metal dichalcogenides
(TMDs) by intense pulsed electric fields in the terahertz (THz) regime. We find that THz pulses with realistic
field strengths are capable of ionizing a significant fraction of photogenerated excitons in TMDs into free charge
carriers. Short THz pulses are therefore an efficient, noninvasive method of dynamically controlling the free
carrier concentration in monolayer TMDs, which is useful for applications such as THz modulators. We further
demonstrate that exciton ionization probabilities should be experimentally measurable by comparing free carrier
absorption before and after the THz pulse. Detailed results are provided for different TMDs in various dielectric
environments.
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I. INTRODUCTION

Monolayer transition metal dichalcogenides (TMDs) are
exciting materials for optoelectronic applications [1,2]. They
are promising components in applications such as photode-
tectors [3–5], THz modulators [6,7], and solar cells [8,9],
where they can absorb up to 5–10% of incident sunlight in
a thickness less than 1 nm [8]. One of the most important
characteristics of monolayer TMDs is the strongly bound
excitons that form due to confinement and reduced screen-
ing in two-dimensional (2D) materials [10–12]. The optical
properties of 2D materials are completely dominated by these
excitons [10,13–15], and methods of manipulating them are
therefore highly sought after. These methods may be as simple
as altering the structural design of the device components
by controlling, e.g., substrate screening. However, a major
disadvantage with these approaches is that the properties are
fixed once the components have been constructed. A more
attractive option is therefore to control the properties using
external fields that may be switched on or off at will and
thereby obtain dynamic control of the material properties.

In recent years, interest in applying static in-plane elec-
tric fields to excitons in TMD monolayers, multilayers, and
van der Waals heterostructures has been increasing [16–22].
This process induces excitons to ionize into free electrons
and holes. Recently, this was observed in photocurrent mea-
surements on WSe2 [18]. The authors of Ref. [18] found
an increase in the photoresponse rate as a function of field
strength that was well explained by exciton ionization. How-
ever, to apply the electric field, the authors of Ref. [18]
incorporated buried electrical contacts with a tiny gap into
their TMD sample. This is by no means a trivial task, as
it involves making complicated modifications to the sample.
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Consequently, static electric fields become less attractive as a
means of manipulating excitons.

With the rapid progression of THz technology, it is nat-
ural to ask how efficient pulsed THz electric fields are at
inducing exciton ionization. A significant advantage of using
THz pulses rather than static fields for this purpose is that
no modifications need to be made to the sample. Whereas
THz induced ionization of atoms in gaseous samples is typ-
ically measured by counting the number of ions produced
during the pulse [23,24], the solid-state equivalent is typically
discussed in electroabsorption experiments [25–27]. In these
experiments, the absorption spectrum of a sample is measured
in the presence of an electric field. In this case, one finds a shift
and broadening of the exciton absorption peaks that depend
on the strength of the electric field. The shift is well explained
by the exciton Stark effect [17,28–30], while the broadening
is commonly attributed to the reduced exciton lifetime due
to field-induced exciton ionization [26,31,32]. However, de-
tailed interpretations of recent electroabsorption experiments
on both monolayer MoS2 [33] and carbon nanotubes [34]
reveal that exciton ionization is not the dominating contri-
bution to this broadening. The authors of Refs. [33,34] base
their arguments on the fact that the measured broadening is
proportional to the square of the electric field strength, which
is not predicted by exciton ionization [18,20]. The apparent
contradiction is resolved by noting that the contribution to the
broadening by exciton ionization alone [16,18,20] is much
lower than the field-induced phonon contribution [33]. As a
result, it is very difficult to measure exciton ionization rates in
electroabsorption experiments.

In the present paper, we theoretically study exciton
ionization in two-dimensional TMDs induced by intense
single-cycle THz pulses. We find that nearly all ionization
occurs within a very short time interval near the peak field
strength of the THz pulse. For the longest pulse duration
considered here, this ionization interval is about 0.5 ps, which
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is much shorter than the typical field-free exciton lifetimes
of a few to hundreds of picoseconds in the popular TMDs
WS2 [35], WSe2 [18,36,37], and MoS2 [38,39]. We further
show that a THz pulse with realistic field strength is capa-
ble of transforming a considerable portion of photogenerated
excitons into free charge carriers in monolayer TMDs. This
process happens over just a few picoseconds and therefore
suggests that THz pulses are remarkably efficient for obtain-
ing dynamic control over the number of free charge carriers,
which is highly relevant for applications such as THz mod-
ulators [6,7]. Additionally, such a substantial change in the
number of free charge carriers should be measurable in the
free carrier absorption of a sample, or by collection via bi-
ased contacts, providing a direct method of estimating the
exciton ionization probabilities in experiments. Our analysis
clearly demonstrates that THz ionization of excitons in two-
dimensional materials is feasible, and we provide quantitative
estimates of the yield. To the best of our knowledge, previous
works do not consider these phenomena and we hope our
results will inspire attempts at experimental verification.

II. SIMULATION DETAILS

Within the two-band, effective mass approximation, exci-
tons in a 2D TMD may be described by the two-dimensional
Wannier equation [40,41], which has been shown to ac-
curately reproduce exciton binding energies computed by
more numerically demanding methods in various 2D ma-
terials [42–44]. In terms of the relative exciton coordinate
r = re − rh, it reads (atomic units are used throughout)[

− 1

2μ
∇2 + V (r)

]
ϕmn(r) = Emnϕmn(r) , (1)

where μ is the reduced exciton mass, V the interaction poten-
tial, and m and n denote the angular and principle quantum
number, respectively. Due to cylindrical symmetry, angular
momentum is a good quantum number in the Wannier model
in the unperturbed case. In the present paper, we are interested
in TMDs surrounded by in-plane isotropic media with di-
electric tensor εa/b = diag(ε(a/b)

x , ε(a/b)
x , ε(a/b)

z ) above (a) and
below (b) the sheet, respectively. The dielectric function of
the encapsulated TMD may be approximated by a linearized
form ε(q) = κ + r0q, where q is the momentum space coordi-
nate, κ = (

√
ε(a)

x ε(a)
z +

√
ε(b)

x ε(b)
z )/2 is the average dielectric

constant between the sub- and superstrate [45,46], and the
screening length r0 is related to the polarizability of the TMD
monolayer by r0 = 2πα2D [45,47]. In this case, V is given by
the Rytova-Keldysh form [45,46,48,49]

V (r) = − π

2r0

[
H0

(κr

r0

)
− Y0

(κr

r0

)]
, (2)

where H0 is the zeroth order Struve function and Y0 the zeroth
order Bessel function of the second kind [50]. We use the
experimentally verified values for μ and r0 from Ref. [51].
Additionally, when hBN surroundings are considered, we use
the values for κ found in Ref. [51].

To study exciton ionization induced by THz pulses, a
time-dependent dipole field term is included in the Wannier
equation. We have obtained a trace of the experimental THz
pulse used in Ref. [33], and the shape of the pulse used

throughout the present paper is based on this experimental
pulse to ensure realistic simulations. It should be noted that
this is only one of many possible pulse shapes. For instance,
one could imagine using chirped pulses with a frequency
content designed to ionize excitons through a sequence of
transiently occupied excited states as an alternative. For per-
forming computations, we assume that only the excitonic
ground state is occupied initially and then let the wave func-
tion ψ (t ) evolve in time. The ionization probability Pion is
computed by subtracting the total occupation probability of all
bound states PBS from unity, i.e., Pion(t ) = 1 − PBS(t ) where
PBS(t ) = ∑

b Pb(t ). The bound states ϕb are the states with
energy less than zero, and their occupation probabilities are
given by Pb = | 〈ϕb|ψ (t )〉 |2. In order to get accurate ion-
ization probabilities, we begin by studying excitons with an
infinite field-free lifetime. That is, the only exciton removal
mechanism is field-induced ionization. Note that the figures
show the accumulated probability in contrast to the time re-
solved ionization rate, which roughly follows the pulse shape
and, therefore, dies out after the pulse subsides. In Sec. IV,
other mechanisms required for a realistic dynamical model
will be included. In particular, excitons may reform from free
carriers leading to re-establishment of equilibrium exciton
concentrations after the THz pulse. Numerical computations
are made feasible by forcing the wave functions to zero
outside a large radius and external complex scaling is used
to avoid spurious reflections from the boundary [20,52,53].
Further computational details may be found in Appendix A.

Figure 1(a) shows a schematic illustration of the exciton
dynamics during the THz pulse. It may be divided into three
temporal regions: (i) The exciton is initially in its unperturbed
ground state. (ii) When the pulse is close to its peak field
strength, the electron and hole are pulled in opposite direc-
tions. It is in this region that the vast majority of ionization
occurs [54]. (iii) As the pulse subsides, the exciton has prob-
abilities Pion and 1 − Pion of being in an ionized and bound
state, respectively. Traces of the experimental and fitted THz
pulses used in the simulations are shown in Fig. 1(b). Here, the
black circles represent the experimental THz pulse obtained
from the authors of Ref. [33]. To ensure easy reproducibil-
ity of the results, we introduce a fitted pulse with a simple
functional form. This pulse is represented by the red line in
Fig. 1(b), and it is justified by noting that the results obtained
using both pulses are in excellent agreement. A simple func-
tional form also has the advantage of making simulation of
time propagation easier. The functional form is motivated by
Ref. [55] and is given by E (t ) = − ∂A(t )

∂t , where the vector
potential reads

A(t ) = −E0τ

c
exp

{[
1

a
tanh

(
bt

τ

)
− 52

]
t2

τ 2

}
. (3)

Here, E0 is the peak field strength, and a and b dictate the
shape of the pulse. In the present paper, we choose a = 0.12
and b = 3 to accurately reproduce the main features of the
experimental pulse. The coefficient c is chosen such that the
peak field strength becomes E0. We define the pulse duration
to be from the moment it reaches 1% of its peak field strength
to the moment it again reduces to 1% as it subsides. This
duration is approximately τ . To approximate the experimental
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(a)

(c)

(b)

FIG. 1. (a) Schematic illustration of an exciton in a THz pulse. The initially bound exciton is polarized as a result of the pulse and is in
a superposition of bound and ionized states as the pulse subsides. (b) Traces of the experimental pulse in Ref. [33] and the fitted pulse in
Eq. (3) are shown as the black circles and red curve, respectively. Figure (c) summarizes the results for a single noninteracting exciton with
an infinite field-free lifetime in MoS2 subjected to the THz pulses in (b) with the black and red circles representing experimental and fitted
pulses, respectively. The solid lines show the probability of depleting the ground state. (Left) Time-resolved exciton ionization probability
during the THz pulse with a peak field strength of 37 V/μm in hBN-encapsulated MoS2. (Middle) Exciton ionization probabilities after the
pulse for three different field strengths as functions of the dielectric surroundings. The inset shows the corresponding binding energies. (Right)
Ionization probabilities after the pulse as functions of peak field strength for MoS2 encapsulated by hBN as well as for MoS2 on an hBN
substrate.

pulse, we initially set τ = 2.1 ps and later investigate changes
in Pion as τ is varied. Also, in all time-resolved results below,
we shift the t axis such that the pulse reaches it peak value at
t = 0.

III. RESULTS

Figure 1(c) summarizes the results for a single noninter-
acting exciton with an infinite field-free lifetime in MoS2

exposed to a THz pulse. The three panels show the time-
resolved ionization probability during the pulse (left), as well
as the ionization probability after the pulse as a function of
dielectric screening (middle) and peak field strength (right).
In these panels, the black and red circles represent ionization
probabilities Pion obtained by using the experimental and fitted
THz pulses, respectively, while the solid black lines show
the ground state depletion probability 1 − PGS. The left panel
reveals that the dynamics in the fitted and experimental THz
pulses agree. Furthermore, while the ground state depletion
probability and ionization probability do not coincide during

the pulse, they do when the pulse subsides. This indicates
that excited states, that are completely ionized when the pulse
has died out, are transiently occupied during the pulse. The
dynamics are similar to those in Ref. [25], where exciton oc-
cupation probabilities in quantum-well structures subjected to
THz radiation were investigated. The middle panel in Fig. 1(c)
shows ionization probabilities after the pulse has died out (i.e.,
t = 2 ps) for three different peak field strengths as functions
of surrounding dielectric screening κ . We again observe that
1 − PGS and Pion coincide after the pulse. This is a clear indica-
tion that the process is adiabatic, and the same conclusion was
reached in Ref. [33]. Comparing the ionization probability
with the binding energies for the relevant dielectric screen-
ing shown in the inset, we see that the increasing ionization
probability is well explained by the reduced binding energy. In
fact, ionization rates depend exponentially on the binding en-
ergies [22,56]. Common dielectric surroundings include SiO2

substrates (κ ≈ 2.4) and hBN encapsulation (κ ≈ 4.5).
The right panel of Fig. 1(c) shows ionization probabilities

as functions of peak field strength E0 for MoS2 in two different
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FIG. 2. Time-resolved ionization (red) and ground state deple-
tion (black) probabilities for excitons in hBN-encapsulated MoS2.
The pulse shape is shown as the dotted line and is centered in time at
its peak value of 42 V/μm with the dashed line indicating vanishing
electric field level. The pulse duration is τ = 2.1 ps.

dielectric surroundings. It is clear that the increased screening
from encapsulating the TMD sheet in hBN, as opposed to
simply placing it on an hBN substrate, causes a substantial
increase in ionization probability. These results suggest that a
single experimental THz pulse of the form used in Ref. [33]
with a peak field strength of 42 V/μm would be able to ionize
about 58% of the excitons in hBN-encapsulated MoS2 where
almost all of the ionization occurs over an interval of less
than 0.5 ps (see Fig. 2). In their experiment, the authors of
Ref. [33] use a sapphire substrate, which leads to an exciton
binding energy of around 240 meV [33]. The authors find a
broadening of the exciton absorption peak of about 10.8 meV
for a peak field strength of 37 V/μm. In our calculations,
this binding energy is reproduced by letting κ ≈ 4.1. The
middle panel of Fig. 1(c) reveals that about 14% of the ex-
citons should be ionized in this case. This corroborates the
assumption made by the authors that exciton ionization may
be neglected compared to field-induced phonon broadening.
The broadening induced by ionization alone may be estimated
by using a static electric field of 37 V/μm. In this case, a
full width of about 0.6 meV is found [20], further confirming
that mechanisms other than exciton ionization dominate the
broadening of the absorption peaks in this experiment. We
note in passing that the results of Fig. 1(c) should not be com-
pared directly to the absorption measurements in Ref. [33].
Intricate interplay between excitons and free charge carriers is
important in realistic semiconductors and will be explored in
Sec. IV.

To better understand the exciton dynamics in hBN-
encapsulated MoS2 subjected to a pulse of the experimental
form in Ref. [33] with a peak field strength of 42 V/μm, we
plot the time-resolved ionization rate in Fig. 2. It is evident
that all ionization occurs over a remarkably short interval
of about 0.5 ps. The reason for this is that the ionization
rate depends exponentially on the field strength [20], and the

ionization rates at the tails of the THz pulse are therefore
negligible.

The optimal material for a particular device is typically
determined by requirements such as sensitivity to a certain
wavelength. This is the case for, e.g., photodetectors, and it is
therefore useful to have results for various materials that ab-
sorb light at different wavelengths. Figure 3 shows ionization
probabilities in the four TMDs (a) MoS2, (b) MoSe2, (c) WS2,
and (d) WSe2. The inset shows the exciton binding energies of
these TMDs in the relevant range of dielectric surroundings.
Common to all TMDs considered, hardly any ionization oc-
curs if either the peak field strength is lower than 20 V/μm
or the dielectric screening constant is close to unity (freely
suspended). As the field strength and screening increase, a
pronounced increase in ionization probability is observed. It
is immediately clear that the tungsten based materials have
larger ionization probabilities than molybdenum based ones
in the relevant regions for device components. This is due
to the lower exciton binding energies in the former, which
suggests that it is easier to manipulate the free carrier density
in these materials. If we consider the case with κ = 3 and
E0 = 40 V/μm as an example, we see that when ordered
from highest to lowest ionization probability, the four are
WSe2, followed by WS2, MoS2, and MoSe2. This is in good
agreement with the binding energies at κ = 3, for which we
find E (MoSe2 )

b > E (MoS2 )
b > E (WS2 )

b > E (WSe2 )
b . Note that MoS2

has a larger exciton binding energy than MoSe2 for κ � 2.5 so
that their binding energy curves cross. This is because MoS2

has a lower 2D sheet polarizability than MoSe2 [51]. How-
ever, as the surrounding dielectric screening is increased, the
polarizability of the TMD sheet itself becomes less important
and the larger reduced mass of the MoSe2 excitons begins to
dominate.

IV. FREE CARRIER DENSITY

To estimate the effect of a THz pulse on the free carrier
concentration in a realistic TMD, one must take into account
different loss mechanisms such as exciton recombination,
exciton-exciton annihilation, and free carrier lifetimes, as well
as impact ionization. To accurately include such effects, so-
phisticated theoretical modeling is often used [54]. In the
present paper, the main focus is on obtaining an accurate
prediction of ionization probabilities. However, it is interest-
ing to see the effect that exciton ionization has on the free
carrier concentration. To this end, we develop a simple model
consisting of two coupled rate equations that describe the
exciton nx and free carrier n concentrations. Without external
perturbations, we may write the coupled rate equations as

dnx

dt
= − nx

τtherm
+ γcn2 − γI nnx , (4)

dn

dt
= nx

τtherm
− γcn2 + γI nnx . (5)

Here, τtherm is the exciton ionization rate due to thermal
agitation, γc is the rate at which free electrons and holes
combine to form excitons, and γI is the impact ionization rate,
i.e., the rate at which excitons are ionized due to collisions
with free carriers. For hBN-encapsulated WSe2, a value of
τtherm ≈ 100 ps may be used [57]. The quantities γI and γc are
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FIG. 3. Ionization probability as a function of peak field strength and surrounding dielectric screening for (a) MoS2, (b) MoSe2, (c) WS2,
and (d) WSe2. Panel (e) shows the relevant binding energies. The colors of the TMD chemical composition in panels (a)–(d) correspond to the
colors in panel (e).

estimated in Appendix B where we find γI ≈ 0.0043 cm2/s
and γc ≈ 59 cm2/s, respectively. Note that while a constant
γI is used here, a THz field will accelerate free carriers which,
in turn, increases impact ionization. As the acceleration de-
pends on the field strength, γI will become time dependent.
In our model, this may be simulated by changing the effective
temperature. However, a slight change in γI does not alter the
results much, and it will, therefore, be taken to be constant for
simplicity.

In a realistic system, a laser pump is usually used to gener-
ate excitons. Furthermore, the excitons and free carriers have
finite field-free lifetimes. To describe such a system, subjected
to a THz pulse, one may write

dnx

dt
= G(t ) +

(
d log PBS

dt
− 1

τx
− 1

τtherm

)
nx

− γeen2
x + γcn2 − γInnx , (6)

dn

dt
= − n

τ f c
+

(
1

τtherm
− d log PBS

dt

)
nx − γcn2 + γI nnx .

(7)

Here, G(t ) is the exciton generation rate, τx is the field-free
exciton lifetime, γee is the exciton-exciton annihilation rate,
and τ f c is the field-free free carrier lifetime. The logarithmic
derivative of the total bound-state probability PBS(t ) may be
understood as a time-dependent ionization rate due to the
applied THz pulse [53]. We use a linear interpolation of the

discrete bound-state probability found by the procedure in
Appendix A to get a continuous PBS. The coupled differential
equations 6 and 7 may then be solved (starting from the equi-
librium solutions) by a number of different methods. Here,
we use the explicit Runge-Kutta (4,5) scheme that is built
into MATLAB. Note that d log PBS/dt depends on the field
strength E (t ) and is zero when E = 0.

To describe the representative case of hBN-encapsulated
WSe2, we use τx ≈ 90 ps [36], γee ≈ 0.05 cm2/s [18,37],
and τ f c ≈ 40 ps [58] together with the previously found
quantities. We also assume a constant exciton generation rate
G = 2.5 × 1024 s−1cm−2 due to an external laser pump. The
value is chosen such that we obtain the same equilibrium ex-
citon density as used in Ref. [18]. We find initial equilibrium
values of nx ≈ 7 × 1012 cm−2 and n ≈ 3.5 × 1010 cm−2. The
simulation results are shown in Fig. 4(a) with black and red
curves representing the exciton and free carrier densities (left
axis), respectively. The densities are initially assumed to be in
statistical equilibrium, and a THz pulse reaching its peak field
strength of 42 V/μm at t = 0 is then turned on. This pulse
is shown as the dotted black curve in Fig. 4(a) with absolute
field strength shown on the right axis. A rapid increase in
free carrier concentration from the initial 3.5 × 1010 cm−2 at
equilibrium to about 1.8 × 1012 cm−2 can be observed. This
is an increase in free carrier concentration by a factor of about
50 over a very short interval. After this sudden increase, the
concentrations return to their equilibrium values almost in-
stantaneously. It is evident that the densities are modified only
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FIG. 4. (a) Exciton and free carrier densities in hBN-encapsulated WSe2 obtained by solving the coupled rate equations (see Appendix B).
The black and red curves indicate the exciton nx and free carrier n densities (left axis), respectively. The densities are initially in equilibrium,
that is nx ≈ 7 × 1012 cm−2 and n ≈ 3.5 × 1010 cm−2. A THz pulse with a duration τ = 2.1 ps reaching its peak field strength of 42 V/μm at
t = 0 is later turned on. The absolute THz field strength is shown as the black dotted curve (right axis). Realistic results are obtained by using
a finite exciton generation rate and taking into account loss mechanisms from impurities (see Appendix B). (b) Ionization probability as a
function of pulse duration for various peak field strengths, indicated by the different colors. The solid lines are the ionization Pion probabilities
computed by propagating the Wannier equation in time and projecting on the relevant bound states. The dashed lines are calculated using
an adiabatic approach, utilizing the results from static electric fields. The adiabatic probabilities are given by P(adia)

ion = 1 − eτ�1 , where �1 =
{9.62, 154.24, 407.63} ns−1 for E0 = {28, 37, 42} V/μm, respectively. See Appendix C for details.

when the THz pulse is present. This ability to dynamically
control the charge carrier concentration is very promising for
applications such as THz modulators based on monolayer
TMDs [6,7]. It should also make it possible to measure exciton
ionization probabilities by correlating them to free carrier
absorption spectra.

V. SHORTER PULSES

So far we have only considered THz pulses with duration
given by τ = 2.1 ps, closely resembling the experimental
pulse used in Ref. [33]. For such relatively large τ the results
are very accurately reproduced by adiabatic calculations, and
it is therefore interesting to see how the results differ for
shorter pulses. If the pulse varies sufficiently slowly in time,
the adiabatic theorem allows us to obtain the ionization prob-
ability by treating time as a parameter in the time-dependent
Hamiltonian. That is, one may increase the time parameter
by small discrete steps, while repeatedly solving the resulting
eigenvalue problem. This lets us trace the ground state energy
and therefore the ionization probability. A detailed explana-
tion of the procedure may be found in Appendix C. The results
are summarized in Fig. 4(b), where we show the ionization
probability of an exciton in MoS2 encapsulated by hBN after
the pulse has died out as a function of the pulse duration. The
pulses considered are of the same shape as before but with a
shorter duration. Different peak field strengths are indicated
by line color. The solid lines show the ionization probabili-
ties computed by propagating the Wannier equation in time
(see Appendix A), while the dashed lines show adiabatic
approximations (see Appendix C). We observe that for the
longest pulses considered, the adiabatic calculation accurately
reproduces the full time propagated results. Furthermore, we
find that the ground state depletion probability and the ioniza-

tion probability are graphically indistinguishable for all pulse
lengths shown in Fig. 4(b). This suggests that the excited
states that are transiently occupied during the THz pulse are
completely ionized once the pulse dies out. As the duration of
the pulse decreases, we observe a deviation from the adiabatic
results. This is to be expected, as the coupling between the
states and the pulse should cease to be adiabatic for pulses
that vary more rapidly with time. The results indicate that if
the goal is to ionize as many excitons as possible, a pulse in the
THz region is preferable over shorter pulses. The experimental
THz pulse in Ref. [33] corresponds to the longest duration
in Fig. 4(b) and therefore seems to be a good candidate for
exciton ionization.

VI. SUMMARY

In summary, we have demonstrated using theoretical tools
that realistic THz pulses may be used to efficiently ionize
excitons in TMD monolayers, a desirable feature in many
optoelectronic devices, such as photodetectors and THz mod-
ulators. We have shown that for the technologically important
case of hBN-encapsulated MoS2, a THz pulse with a peak
field strength of 42 V/μm (as applied in recent experiments
[33]) will ionize about 58% of the photogenerated excitons.
Reducing the peak field strength to 30 V/μm already low-
ers the ionization probability to about 4.5%, revealing the
extreme sensitivity to field strength. Similar behavior was
demonstrated for MoSe2, whereas exciton ionization prob-
abilities in WS2 and WSe2 were shown to be considerably
larger owing to their reduced exciton binding energies. In
fact, a peak field of 30 V/μm should ionize about 96% of the
excitons in hBN-encapsulated WSe2.

By solving the coupled rate equations for the exciton and
free carrier concentrations in a realistic 2D semiconductor,
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we have demonstrated that THz pulses boost the free carrier
concentration considerably over a short time interval, pro-
viding dynamical control over both bound and free charge
carriers. For the representative case of hBN-encapsulated
WSe2, we found an increase in free carrier concentration by
about a factor 50. As the free carrier absorption is directly
related to the number of free charge carriers, exciton ion-
ization probabilities should be experimentally measurable in
these materials by comparing free carrier absorption before
and after the THz pulse or by collection via biased contacts.
Finally, we have shown that reducing the duration of the pulse
leads to ionization dynamics that are no longer adiabatic.

APPENDIX A: WANNIER EXCITONS IN THZ
ELECTRIC FIELDS

To study exciton ionization induced by THz pulses, we
include a time-dependent electric field term in the Wannier
equation. Working in the length gauge under the dipole ap-
proximation and letting the field direction be along the x axis,
we write

i
∂ψ (r, t )

∂t
= H (t )ψ (r, t ) , (A1)

with

H (t ) = − 1

2μ
∇2 + V (r) + E (t )x , (A2)

where E (t ) is the time-dependent field strength of the THz
pulse. We will assume that only the excitonic ground state is
occupied initially and then propagate Eq. (A1) in time while
computing the ionization probability Pion as

Pion(t ) = 1 −
∑

m,n bound

|〈ϕmn(r)|ψ (r, t )〉|2 , (A3)

where we only count bound state solutions ϕmn of Eq. (1) (i.e.,
states with Emn < 0). Note that

∑
m,n bound| 〈ϕmn(r)|ψ (r, t )〉 |2

is equal to PBS(t ) in the main text.
To perform numerical computations, the spatial region is

truncated by placing the system inside a large radial box such
that the wave function is forced to zero outside a radius R.
This corresponds to introducing an infinite potential outside
R. The wave function should be well described within this box
as long as R is chosen large enough. Importantly, this allows
us to write the wave function as a superposition of the discrete
eigenstate solutions ϕmn to the unperturbed problem in Eq. (1)
subject to ϕmn(r) = 0 for r � R. We write

ψ (r, t ) =
M∑

m=0

N∑
n=0

cmn(t )ϕmn(r)e−iEmnt , (A4)

with time-dependent expansion coefficients. In practical cal-
culations, one must make sure that the results are converged in
M, N , and R. We have used R = 5000 a.u. for our calculations
(M and N are discussed later). Substituting Eq. (A4) into
Eq. (A1), the following expression may be derived

d

dt
cmn(t ) =− i

∑
m′n′

cm′n′ (t )E (t ) 〈ϕmn| x |ϕm′n′ 〉 × e−i(Em′n′−Emn )t .

(A5)

Thus, the expansion coefficients may easily be propagated in
time, and the occupation probability of state ϕmn obtained
as |cmn|2. An adaptive step-size eight-order Dormand-Prince
Runge-Kutta method with embedded fifth- and third-order
methods for error control [59] has been used for time
propagation.

The unperturbed states and energies have been obtained by
expanding the eigenstates in a finite element (FE) basis

ϕmn(r) =
K∑

k=1

p∑
i=1

d (m,n,k)
i f (k)

i (r) cos(mθ ) , (A6)

where θ is the relative polar angle between the electron and
hole, and k and i denote the radial segment and basis function,
respectively. The procedure of using an FE approach to solve
the Wannier equation is detailed in Ref. [20]. Nevertheless, a
short explanation will now be given for completeness. Note
that only the cos(mθ ) angular functions with m � 0 appear,
as the electric field is taken along the x direction such that
x = r cos θ . The radial functions f (k)

i are nonzero only on a
specific radial segment [rk−1, rk]. On this segment, they are
given by

f (k)
i (r) = 1

2 [1 − yk (r)]δi,1 + 1
2 [1 + yk (r)]δi,p

+ 1
2 {2Pi[yk (r)] + (−1)i+1[1 − yk (r)] − [1 + yk (r)]}

× (1 − δi,1 − δi,p) , (A7)

where δ is the Kronecker delta, Pi is the ith Legendre polyno-
mial, and yk maps the segment [rk−1, rk] onto [−1, 1]

yk (r) = 2r − rk − rk−1

rk − rk−1
. (A8)

This form ensures that all functions are zero at the segment
boundaries with two exceptions, namely, the first and last
function are equal to unity at the start and end of the segment,
respectively. That is,

f (k)
i (rk−1) = f (k)

i (rk ) = 0 , (A9)

except f (k)
1 (rk−1) = f (k)

p (rk ) = 1 . (A10)

This makes it simple to guarantee continuity of the wave
function, even if the FE functions themselves are discontinu-
ous, by requiring that c(k−1)

p = c(k)
1 . This can be done by, e.g.,

grouping the two relevant functions into a single function so
that they have the same expansion coefficient. Furthermore,
forcing the wave function to zero at R is achieved by omitting
the final function on the final segment. Substituting the ex-
pansion in Eq. (A6) into Eq. (1) and taking the inner product
with f (k′ )

i′ cos(m′θ ), one may construct a matrix eigenvalue
problem that determines the states ϕm,n in terms of the FE
coefficients d (m,n,k)

i . Once these coefficients are obtained, they
may be used to propagate Eq. (A5) in time. With the above
procedure, it is the limits K and p that determine the number
of unperturbed states N for a given angular quantum number
m. In our computations, we have made sure that the results
are converged and have used K = 80, p = 30, and M = 16.
We have furthermore excluded states in the pseudocontinuum
with energy larger than 20 eV to improve numerical stability.
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One of the advantages of using an FE expansion is that it
is easy to implement exterior complex scaling (ECS) outside
a particular radius R0 chosen such that R0 < R. In this region
r � R0, one lets the radial coordinate rotate into the complex
plane

r →
{

r for r < R0

R0 + (r − R0)eiφ for r > R0 ,
(A11)

by an angle φ (we use φ = 0.4). This reduces the amount
of spurious reflections from the boundary considerably, and
greatly reduces the number of pseudocontinuous states neces-
sary for convergences [52,60]. The ECS formalism is related
to the uniform complex scaling (UCS) formalism, which is
well explained in Ref. [61]. Here, one lets the radial coordi-
nate rotate into the complex plane in the entire region (R0 =
0), i.e., r → reiφ . The UCS formalism is applicable whenever
the potential is dilation analytic (i.e., it can be expanded in a
Taylor series) [62]. ECS has been used in cases where UCS
fails [63]. When they both are applicable, which is the case
for the RK potential, they yield (formally) identical eigenval-
ues [64]. Under the transformation, the bound state energies
remain real, while the continuous states are rotated into the
complex plane, where they obtain a negative imaginary part
[64]. This imaginary part turns oscillating continuous states
into exponentially decaying states for r > R0. The spectrum
of complex eigenstates is still complete [62]. The exponential
decay improves the numerical stability of the expansion in
Eq. (A4) by reducing spurious reflections when we force the
states to zero at r = R. While the two procedures should lead
to identical results formally, we found the ECS approach to
be more numerically stable when propagated in time. ECS is
implemented in the above procedure by using the transformed
Hamiltonian and integration path according to Eq. (A11) in
inner products corresponding to segments with r > R0. In
our calculations, we have used R0 = 4937.5 a.u. such that it
coincides with the start of the final segment.

APPENDIX B: IMPACT IONIZATION AND EXCITON
FORMATION RATES

The impact ionization rate γI may be estimated by [65]

γI =
∫ ∞

0
D(E )v(E )σI (E )dE , (B1)

where D is the energy distribution, v the free carrier veloc-
ity, and σI the exciton impact ionization cross section. In an
effective mass approximation, we have E = k2/2me with the
effective electron mass me = 0.45 [66]. We assume the energy
distribution to be Maxwellian D(E ) = exp(−E/kBT )/kBT ,
where kB is the Boltzmann constant and T the electron temper-
ature. Note that the electron temperature is not necessarily the
same as the surrounding temperature and that

∫ ∞
0 D(E )dE =

1. In Ref. [65] it was found that

σI ≈ 16

k0

(
k2

0

k2
− k4

0

k4

)
θ (k − k0) , (B2)

which has a maximum of 4/k0, where k0 is defined in terms of
Eb = k2

0/2me. Approximating the scattering cross section by

its maximum, it is found that

γI ≈ 1

me

[
2

√
π

z
�c(

√
z) + 4e−z

]
, (B3)

where z = Eb/kBT and �c is the complementary error func-
tion. Using an exciton binding energy of Eb = 161.4 meV and
assuming the electron temperature is T = 300 K, a value of
γI ≈ 0.0043 cm2/s is found. It should be noted that using a
slightly higher temperature does not have a large impact on
the value of γI . To estimate the rate at which electrons and
holes combine to form excitons γc, we will use the Saha equa-
tion, which describes the free carrier and exciton densities
after statistical equilibration of their chemical potentials in the
Boltzmann limit [67]

n2

nx
= kBT μ

2π
e−Eb/kBT . (B4)

The equilibrium solutions are obtained by setting the first
order derivatives in Eqs. 4 and 5 equal to zero and supple-
menting with Eq. (B4) to determine γc. Here, we find γc ≈ 59
cm2/s.

APPENDIX C: ADIABATIC IONIZATION PROBABILITY

Assuming that the system is initially in its (nondegenerate)
ground state ϕGS, and that E (t ) varies sufficiently slowly, the
adiabatic theorem states that the system will remain in the
eigenstate of H (t ) that evolves from the initial state ϕGS. This
allows us to find the energy at all times by treating time as a
parameter and tracing the relevant state. That is, we find the
eigenstates of H (t ′) at a time t ′

H (t ′)ϕλ(r; t ′) = Eλ(t ′)ϕλ(r; t ′) , (C1)

where E and ϕ depend on t ′ as a parameter. Then we let t ′ take
on values from the initial to the final t , all the while keeping
track of the state that evolves from the ground state. Using the
complex scaling procedure [20], we are then able to obtain
both the real (Stark shift) and imaginary (ionization rate) part
of the energy. The relevant (adiabatic) state is

ψ (r, t ) = exp

{
−i

∫ t

−∞
E (t ′)dt ′

}
ϕGS(r; t ) . (C2)

As the pulse subsides, ψ will return to the ground state
cϕGS(r) exp(−iEGSt ), where c is a complex number that arises
from the integral in Eq. (C2), resulting in a norm less than
unity. Defining the ionization rate as � = −2Im E , we obtain
the adiabatic ionization probability

P(adia)
ion (t ) = 1 − exp

{
−

∫ t

−∞
�(t ′)dt ′

}
. (C3)

Note that the pulse in Eq. (1) in the main text depends only on
τ as the fraction t/τ . We therefore have

�(t ; τ, E0) = �

(
t

τ
; 1, E0

)
(C4)

and ∫ ∞

−∞
�(t ′)dt ′ = τ�1 , (C5)
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where

�1 =
∫ ∞

−∞
�(t ′; 1, E0)dt ′ . (C6)

The adiabatic ionization probability after the pulse is therefore

P(adia)
ion (t → ∞) = 1 − exp(−τ�1) . (C7)
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