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Fano interference in nanoscale bismuth constrictions
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We report on electrical transport measurements of ballistic Bi constrictions with top and bottom gate electrodes
in which interference of their metalliclike surface states and quantized bulk states results in Fano resonance
features in the conductance. Within the formed constrictions, the mean spacing between the bulk states is smaller
than their coupling to the leads. Under these conditions, gradual lapses in the scattering phases of the bulk states
in response to a change in the gate voltage are inferred by analyzing the symmetry parameter of the Fano features.
Comparison between the results of this analysis in response to the top and bottom gates also suggests that the
surface states are localized at the interface between the Bi and the underlying SiO2 layer. Our findings advocate
that nanofabrication of Bi could better harness its unique electronic properties to impart advanced functionalities.
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I. INTRODUCTION

Bismuth (Bi) is characterized by a very small effec-
tive mass [1] of its bulk charge carriers. This property
becomes apparent in angle-resolved photoemission spec-
troscopy (ARPES) of ultrathin Bi(111) films, in the form of
quantized (bulk) well states (QWSs) at the �̄ and M̄ points
of the Brillouin zone with energy spacing that depends on
the thickness of the films [2–4]. Considering also the long
mean free path [5] and the strong spin-orbit coupling [6] of
these bulk carriers, nanostructured Bi is vital for the study of
quantum size effects [1] and highly attractive for applications
such as spintronics [7] and thermoelectrics [8].

The ARPES measurements also show that the �̄ and M̄
points are bridged by (Rashba spin-split) surface states bands
(SS1 and SS2) with carriers that have a higher effective
mass than in the bulk [9,10], making nanoscale Bi struc-
tures less prone to quantum confinement than had previously
been suggested [8,11]. Temperature-dependent conductance
measurements of ultrathin Bi films initially suggested that
at sufficiently low temperatures the contribution of the bulk
states can be thermally quenched leaving only the surface
states to dominate the transport properties [12–14]. Yet, since
the surface and bulk states coexist within the same system
and since the decay length of the former states into the bulk
is not negligible and also depends on their in-plane momen-
tum [15,16], the electronic structure of quantum confined Bi
has to be more intricate. Indeed, ARPES measurements show
hybridization of the SS1 and SS2 bands with conduction and
valence bulk states, respectively, around the M̄ point [3,4].
This hybridization is also revealed in magnetotransport mea-
surements, which although they postulate a metallic behavior
at low temperatures for films thinner than 25 bilayers (1BL =
3.93 Å) [16–20], also identify signatures of bulk-associated
coherent transport (in the form of weak antilocalization) in ad-
dition to the incoherent surface-associated scattering [16,20].
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This observation is supported by nonlinearities in the Hall
resistivity of the films [21], which like in other Bi-based topo-
logical films [22–24] imply coherent interaction between the
QWSs and surface transport channels. The Hall measurements
also show that the thickness-dependent QWS contribution to
transport has mainly an electron character [21]. Considering
band structure data and calculations [4,25], the involved elec-
trons originate in the electron pocket near the M̄ point, with
negligible contribution of the pocket near the �̄ point. Thus,
while QWSs from the conduction band at the M̄ point are
unoccupied for very thin films due to quantum confinement,
with increasing thickness (and less confinement), at around 30
BL, these bulk levels are starting to cross the Fermi level and
to overlap energetically with and couple to the surface states.

Here we exploit the above coherent coupling between sur-
face and quantized bulk states to impart Fano resonance in the
electrical conductance of nanoscale ballistic Bi constrictions.
The Bi constrictions described and discussed below are all,
similarly to previously studied films, (111) oriented, how-
ever, with an additional (large) lateral confinement formed
by lithography. Careful control of the measured structures
ensures that in all of them a single grain is located within
the confined feature. One can regard them as if we zoom in
on one grain in the previously measured films, however, with
an additional confinement, that results in a more pronounced
quantization of the bulk levels. Due to the much larger effec-
tive mass of the surface states, the effect of confinement on
these states is negligible, leaving them as an affecting contin-
uum. Under such conditions within features that are smaller
than the phase length of Bi, Fano resonance is taking place.

Fano resonance, which is the interference between a reso-
nant state and a continuum, appears ubiquitously in various
systems. In meso- and nanoscale electronic systems it has
been observed in the transport properties of various quasi-one-
dimensional (1D) systems such as single magnetic atoms [26],
single electron transistors [27], quantum dots [28–30], carbon
nanotubes [31], artificial molecules [32], and Weyl semimetal
nanowires [33]. Recently, Fano resonance was suggested for
the detection of the Majorana bound state [34]. Specifically,
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our work corresponds with the Fano resonance observed in the
Weyl nanowires [34], with an opposite role of the surface and
bulk states. While in Weyl nanowires the confined states are
formed at the surface and the bulk serves as the continuum,
here it is the bulk states that are sufficiently confined to be
quantized.

The conductance in all these systems, based on the
Landauer-Büttiker formalism, with a continuous nonresonant
background conductance Gbg and a single discrete resonant
level located at ε0 and coupled to the leads by � has the
following expression [35]:

G(ε̃) = Ginc + Gbg
1

1 + q2

(ε̃ + q)2

ε̃2 + 1
, (1)

where ε̃ = (ε − ε0)/(�/2) and q is an asymmetry param-
eter. For q → �, Eq. (1) becomes the Breit-Wigner form,
while for q = 0, it shows an antiresonance dip. Between
these two limits, varying the value of q produces the en-
tire family of Fano line shapes. All background incoherent
contributions to the conductance are inserted into Ginc. The
two parameters, ε̃ and q, can be associated with phase shifts
involved in the scattering process [33]. The parameter q is
associated with a nonresonant phase by θ = cot−1(|q|) −
(π/2), and ε̃ is associated with a resonant phase according to
tan θ0 = −�/2(ε − ε0). The latter varies from zero to π as
the energy is moved through the resonance from below [35].

Previous reports of ballistic Bi structures focused on
the subquantum regime of conductance [36,37] and on the
topological transport properties of 1 BL thick layers of
Bi(111) [38]. Fano resonance has not been observed in all
these former studies due to lack of continuum and quan-
tized states, respectively. By demonstrating Fano resonance in
quantum confined Bi structures, we provide additional insight
into their intriguing electronic structure. Specifically, we show
that analysis of the Fano features implies dynamical effects
in the transport properties of nanoconfined Bi, which bear
significant resemblance to processes previously observed in
quantum dots with small mean level spacing [39–42]. Anal-
ysis of the Fano asymmetry parameter can semiquantify the
scattering phases of the bulk states. We further note that
the observed Fano resonance could explain previous highly
efficient thermopower measurements of Bi nanowires and
therefore could open routes for efficient heat harvesting ca-
pabilities [43].

II. EXPERIMENTAL DETAILS

Bi structures, 25 nm thick, were patterned by e-beam
lithography followed by thermal evaporation resulting in con-
strictions with a width of 25 nm such as in Fig. 1(a). The
structures were fabricated on top of (highly doped) Si sub-
strates covered with 60 nm of a gate oxide. Since a 2–3 nm
thick natural Bi oxide layer covers the formed Bi structures,
the effective cross section of the constrictions is ∼22 nm ×
20 nm. This has been verified by transmission electron mi-
croscope (TEM) images. All devices were annealed under
vacuum at 150 °C prior to measurements, using the covering
Bi oxide as a scaffold that imparts mechanical stability which
inhibits dewetting [44,45] at elevated temperatures and smear-
ing of the features due to surface diffusion. The geometry

FIG. 1. The effect of temperature on conductance. (a) An SEM
image of a Bi device with Au contacts on both sides. Scale bar is
100 nm. Top inset: A TEM image showing the grain boundaries
around a 25 nm constriction. Bottom inset: An SEM image of a
device with a top (Au) gate. (b) Normalized conductance, for several
devices with indicated G300 K values, as a function of temperature.
The corresponding values of Gmin (in units of G0) are 5.4, 3.97, 3.33,
and 1.44. Inset: Temperature of minimum conductance as a function
of G300 K. (c) The geometry of a cross section of a constriction used
for the calculations of the density of states. The Bi oxide layer (in
purple, not drawn to scale) is 2–3 nm thick based on TEM images.
Conduction is parallel to the x direction. (d) Conductance of the
5.85G0 and 2.33G0 devices in (b) as a function of VSD at 8 K.

of the used constrictions results in structures with 100–200
nm grains, all with a [111] orientation, which span the con-
strictions of the devices, as demonstrated in the TEM image
in the inset of Fig. 1(a). Ohmic contacts to Au leads were
established after locally stripping the covering oxide [43].
Based on four-probe measurements of Bi wires formed simi-
larly to the features used here, we prove that the leads in the
two-terminal geometry establish Ohmic contacts to the Bi and
that the approximated ballistic length is ∼80 nm, i.e., longer
than the constrictions. See more details in the Supplemental
Material [46]. For some devices, a top gate was also fabricated
[see inset in Fig. 1(a)] using the native Bi oxide layer as the
gate dielectric.

For conductance measurements, a small alternating source-
drain voltage was applied between the leads and the measured
preamplified signal was lock-in detected. The conductance
was then recorded as a function of VG, the gate voltage
values. For differential conductance measurements, a finite
offset source-drain voltage VSD was added and the measured
response, G = dI/dV SD, to the small alternating drain-source
voltage was recorded as a function of both VG and VSD.
Conductance is reported in units of quantum of conductance,
G0 = 2e2/h.

III. RESULTS AND DISCUSSION

Figure 1(b) plots the normalized change in conductance,
as a function of temperature, for several devices with different
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FIG. 2. Calculated density of states for the two considered directions of conduction. Confinement in the y and z directions is according to
the geometry in Fig. 1(c).

G(300 K) values. In order to facilitate comparison between the
shapes of the curves, the values are plotted on a normalized
[0, 1] scale, by plotting [G(T ) − Gmin]/[G(300 K) − Gmin],
where Gmin is the minimum conductance value measured for
each device. All devices show a transition between a thermally
activated semiconductorlike regime with dG/dT > 0 at high
temperatures and a metallic regime with dG/dT < 0 at low
temperatures. A similar behavior has been observed in thin
films of Bi(111) [14,16]. However, in our devices we note that
curves with lower G(300 K) values have a lower transition
temperature between the two conductance regimes [inset of
Fig. 1(b)] and also a more flat “metallic” behavior, i.e., less
prone to temperature change, at low temperatures.

In order to understand this observation it is necessary to
account for the fact that unlike thin films, each formed Bi con-
striction could have a different crystalline orientation in the
direction of conduction. Since the mass tensor of the charge
carriers in Bi is highly anisotropic [8,47,48], this variation in
crystalline orientation leads to a variation in the quantum con-
fined electronic structure of the constrictions. To semiquantify
this effect we calculate (see Supplemental Material [46]) the
bulk and surface density of states for two Bi [111] constric-
tions with identical cross sections as in Fig. 1(c) and assuming
transport (in the x direction) parallel to either the binary or the
bisectrix directions of the crystal.

When using the calculated density of states (Fig. 2) to
understand the measurements in Fig. 1(b), it is important to
emphasize that they represent two extreme (perpendicular)
orientations and that formed constrictions could have other
density of states, between these two extremes. Further, the cal-
culations do not consider broadening of the electronic levels
due to coupling to the leads. As will be shown below, this
broadening can be experimentally determined and it has a
subtle effect on the unique transport properties of the devices.

For the considered geometry, the Binary direction has a
∼25 meV gap for the bulk states, bridged by a relatively high
density of surface metallic modes. The effect of temperature
on a device of this type, with a relatively large bulk gap
and several surface modes, can explain the 5.68G0 curve in
Fig. 2. At T = 300 K, albeit thermal excitation, because of the
relatively large band gap the contribution of the surface states
to transport is more dominant than that of the bulk states.

With decreasing temperature, conduction through the bulk
states is further thermally quenched leaving only the surface
states to contribute to transport with increasing efficiency as
the temperature decreases due to less electron-phonon scatter-
ing (the surface Debye temperature of Bi is estimated to be
47 K) [49].

In contrast, devices with constrictions that are more bisec-
trix oriented have a smaller band gap and as a result a lower
transition temperature between the two conductance regimes.
They also have a smaller number of surface metallic modes,
which start to affect the nature of conductance only at low
temperatures. In order to understand their transport properties,
it is imperative to consider the surface to bulk scattering time,
τsb and the phase coherence time τφ in such constrictions [50].
When τsb/τφ < 1, charge carriers scatter between the bulk
and surface states while remaining coherent, and therefore
the two conducting channels can be regarded as one coherent
channel. In the opposite regime, when τsb/τφ > 1, the carriers
lose coherence before being scattered and the two channels
are separable and independent. With decreasing temperature,
since the band gap in these constrictions is small, transport
continues to have contributions from both surface and bulk
modes. Therefore, with decreasing temperature, as the phase
coherent length and as a result also τφ increase making τsb/τφ

smaller, the coherent behavior of the system increases and cor-
respondingly, the temperature-dependent incoherent metallic
behavior is lost. Thus in such constrictions, the apparent less
metallic behavior is due to a more pronounced coherent cou-
pling between bulk and surface modes.

The above reasoning is further elaborated in the conduc-
tance curves in Fig. 1(d) measured at 8 K as a function of VSD.
The high (black) conductance curve, as discussed above, is
associated with a constriction that has a more binary-oriented
nature, i.e., a relatively large band gap and a high number
of surface modes. Therefore, its transport properties at 8 K
bear mainly a metallic nature and the observed decrease in
conductance, as VSD departs from zero value in both polarities,
is due to continuous heating by phonon emission because of
inelastic scattering events. The conductance starts to increase
again when the applied bias brings the bulk states into the
energy window between the two Fermi levels in the leads.
In contrast, we associate the narrow peak around zero bias
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FIG. 3. Fano resonance in response to bottom VG. (a) Conductance curves as a function of bottom VG, varied in steps of 5 V measured at
8 K. The curves are shifted for clarity and the curve corresponding to bottom VG = 0 V is shown in bold. (b) Fitting of the Fano equation to
selected conductance curves at the indicated VG values. (c) ε0 and θ as a function of bottom VG extracted from the fittings of Eq. (1) to the
conductance curves. (d) A schematic model showing the resonance level (red) with energy ε0 and a background overlapping resonance level
(cyan) with energy ε1, which contributes to the Fano parameter q. The levels alignments marked by (I–III) correspond to the vertical lines in
(c) with the same markers. Note that at (III), when ε0 is below the Fermi energy the role of the levels is exchanged and ε1 becomes the resonant
level (changing its color to red). (e) Calculated phase based on the model as explained in the text.

in the low (red) conductance curve with coherent processes
resulting from the fact that the bulk gap is small and the energy
of the surface and bulk levels is close. This peak, as in other
low (∼2G0) conductance devices, appears to be affected by
an applied gate voltage, VG, resulting in Fano-like features.
Here, we analyze and compare between the Fano-resonance
responses in one device for which a response to both the
top and bottom gates could be simultaneously measured. We
choose a low conductance device (∼2G0), which can be quan-
titatively analyzed based on Eq. (1), which assumes only one
resonance level. We note that what appear to be Fano features
are also observed with higher conductance devices; however,
their analysis will be discussed elsewhere.

Figure 3(a) depicts several conductance curves as a func-
tion of bottom VG with a dip-peak-dip transition around zero
bias as bottom VG is scanned between +35 V and −35 V.

The peaks and dips in each of these curves are well fitted
by Eq. (1) in the range |VSD| � 20 mV as demonstrated in
Fig. 3(b). For all fitting curves the coupling to the leads is � =
16 meV. The values of ε0 and θ extracted from these fits as a
function of bottom VG are shown in Fig. 3(c). ε0 is reported
versus the Fermi energy (EF ) at zero bias and θ as a difference
from the minimal extracted value in order to emphasize the
change of phase.

For gate values of VG � −20 V, the resonance level accord-
ing to Fig. 3(c) appears not to be affected by the applied gate
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field and instead to hover at the same energy position. With
more positive VG values, between the vertical lines marked
with (I) and (II) in Fig. 3(c), a downshift of the resonant level
is inferred accompanied by an increase of the background
phase, θ . At VG ∼ −10 V, the quantized resonance level be-
comes aligned with EF and an almost π/2 background phase
shift is accumulated leading to a peak in the conductance
curves [in Fig. 3(a)]. As VG becomes more positive, between
the (II) and (III) lines, an apparent decrease in phase comes
with a shift of the resonance level to a higher energy. Above
VG ∼ 10 V, the resonance level parks at a constant value with
negligible background phase change and a deep appears once
again in the measured conductance [Fig. 3(a)].

We focus first on a possible explanation for the behavior of
θ (calculated from q). In previous studies of Fano systems,
changes in this phase were induced by a magnetic field in
Aharonov-Bohm interferometers [30] and by Coulomb inter-
action within the quantized states of a coupled quantum dot
by means of a gate voltage [28]. Here the phase also appears
to depend on VG, however, without any apparent charging
effects. In order to explain the phase behavior we note that
the formed Bi constrictions bear an important similarity with
large quantum dots, for which both the magnitude and the
phase of transmission through the levels of the dots were mea-
sured [39–42,51]. These former measurements also showed
Fano-like features, which were analyzed by considering the
fact that the mean level spacing in these dots was smaller than
their coupling to the leads [39–42]. Such conditions, based
on our calculations, also prevail here. The energy difference
between the quantized bulk levels (Fig. 2) is estimated to be
� 10 meV, while based on the fitting to the Fano model using
Eq. (1), the coupling to the leads is � = 16 meV.

Under such conditions, transport through each of the quan-
tized bulk resonance levels interferes, in addition with the
surface continuum, and also with other resonance (back-
ground) states. The nature of this interference depends on their
position and width and its final outcome is a change in q [52].

Based on this general model of overlapping background
resonance levels, Fig. 3(d) outlines schematically a suggested
scenario that can explain the apparent background phase
behavior in response to the bottom gate. Qualitatively, the
scenario assumes a resonance level (associated with ε0) and
an overlapping resonance state (with energy ε1). As bottom
VG becomes more positive, all levels are shifting down in
energy. Between the vertical dashed lines (I) and (II,) ε0 is
made to align with the Fermi level and the background phase
increases due to an increase in the phase associated with ε1, as
this level becomes also closer to the Fermi level. With further
increase of VG, between the vertical dashed lines (II) and
(III), destructive interference between the two overlapping
resonances leads to a decrease in the apparent background
phase. At (III), ε0 is completely moved away from the bias
window between the two Fermi levels of the leads and the
previously background resonance level, ε1, becomes the new
resonance level [hence the change in color from red to cyan in
Fig. 3(d) at this point].

To quantify the suggested scenario, we use a previously
suggested treatment of Fano systems with overlapping lev-
els [51]. To a first approximation, the effect of a background
state with energy εi and coupling �i on the Fano resonance

shape can be accounted for as an additional phase term in
Eq. (1) according to θi(ε) = −cot−1[2(ε − εi )/�i]. As a
result, the experimentally determined asymmetry parameter
effectively becomes

q = − cot(�) = −cot

(
θ +

∑
i

θi

)
. (2)

The calculated background phase in Fig. 3(c) was calcu-
lated assuming a resonance level, located initially at εinitial

0 =
8 meV, and a background quantized level εinitial

1 located at 16
meV. We find that for all levels a width of � = 16 meV gives
accurate results. The spacing between levels should be accord-
ing to the model [52] within the resonance width. The used
number of 8 meV is on par with the calculated level spacing as
discussed in the Supplemental Material [46]. The response of
each of these levels to VG is εi = εinitial

i − α(VG − V 0
G ), where

α is the lever arm of the gate voltage and is used here as a
free parameter to adjust the model to the applied VG range,
using V 0

G as the initial gate voltage for the fitting. To simplify
the analysis, we use only one background resonant level.
The phases are subsequently calculated in the following way:
for each VG value a calculated ε1 [ε1 = 16 meV − α(VG −
V 0

G )], is used to calculate an additional background phase,
θ1(ε) = −cot−1[2(ε − ε1)/16 meV], for each energy value in
the range |ε| � 20 mV, i.e., the potential window used for
the fitting of Eq. (1). This set of phases, transformed into q
values by Eq. (2), is inserted into Eq. (1) to form transmission
curves. These curves were subsequently fitted by a single q
value using Eq. (1) and the position of the resonance state ε0.
The phase values resulting from the calculation are reported in
Fig. 3(e) as a function of bottom VG. The apparent similarity
to the experimental results suggests that the used model cap-
tures the important features of the transport characteristics
within the blue region in Fig. 3(c). It does not, however,
explain why within the green regions of this figure, the res-
onance level position does not depend on the applied gate
voltage. This behavior is also observed in the response of the
same device to a top gate. Figure 4 plots this response as top
VG changes between −0.5 and +0.5 V.

According to Fig. 4(c), ε0 in response to top VG is also not
shifting monotonously with VG. There are VG regions, such
as between the vertical dashed lines (I) and (II), in which ε0

is decreasing and θ is increasing, and in other gate voltage
regimes, such as between lines (II) and (III), in which ε0 is
hovering at a certain value while θ is decreasing.

Based on the model of overlapping background resonance
levels, Fig. 4(d) outlines a suggested scenario that can explain
the apparent phase behavior. The model needs to only explain
the marked blue region in Fig. 4(c), as we regard the similar
phase and energy patterns appearing in the other (green) re-
gions as a duplication of the blue-region behavior but with a
resonance level, ε0, parking at different values with respect to
the Fermi level at zero bias [upper panel in Fig. 4(c)].

Qualitatively, the scenario assumes a broad resonance level
(associated with ε0), hovering near the zero-bias Fermi level
with hardly any effect of VG on its position. In addition, there
is an overlapping (narrower) resonance state (with energy ε1),
that has a steeper gate-dependent energy behavior. As VG

becomes more positive, the narrow level is shifting down in
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FIG. 4. Fano resonance in the same device as a function of top VG. The contents of the different panels are explained in Fig. 3.

energy crossing the broad level. Between the vertical dashed
lines (I) and (II), the background phase increases due to an
increase in the phase associated with ε1, until both levels are
energy aligned. Beyond this point, the destructive interference
between the two overlapping resonances leads to a decrease in
the apparent background phase.

A similar procedure to quantify the model results in the
phase behavior plotted in Fig. 4(e), which also resembles quite
well the experimental data (within the blue region).

Several important points regarding the suggested model
need to be discussed. The width difference between the two
used resonance states could in general result from level at-
traction due to, for example, coupling to the continuum [52].
Under such conditions, some of the states are (partially) de-
coupled from the continuum and become long lived (narrow
resonance), while others become short-lived states (broad res-
onance). The former states, with their long-lived localized
charge, respond more steeply to the gate voltage. In our sys-
tem, considering the density of states in Fig. 2, the broad level
could also be associated with a surface state and the narrow

level with one of the quantized bulk states. Thus, in this case
the gate also affects the position of the Fano continuum, which
in this case is a broad surface state.

At this stage, it is difficult to understand the experimental
behavior of ε0 as a function of VG. The model, which pins ε0

and seems to capture the overall apparent phase behavior, is
probably not sufficiently subtle to follow the dynamics of ε0

and more elaborate scenarios are needed. For example, it can
be explained by electrostatic screening of the bulk states from
the gate by the surface states [53] where as VG becomes more
positive, screening decreases to a point where eventually ε0

is shifted. Alternatively, models formerly invoked to explain
phase lapses in quantum dots [39–42] can be used. These
models consider Coulomb interactions between levels as well
as population switching events [54]. In this case, broad and
narrow levels swap their position and respective occupancies
as a function of the gate voltage. Additional work is needed to
identify the relevant mechanism here.

We do note, however, that a similar Coulomb repulsion
effect causing a shift of levels has recently been suggested
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to explain metal-insulator transition in Bi films [4] and could
be operative here under a gate field. While in quantum dots,
these Coulomb repulsion effects result in instantaneous phase
lapses, here phase variations are gradual. This perhaps can
be explained by coupling of the resonant levels to several
trajectories (modes) of the continuum [55].

A comparison between the effects of the two applied
gate voltages VG on the position of the levels as revealed in
Figs. 3(d) and 4(d) might shed light on where the surface
states that participate in the measured coherent processes are
physically located within the formed structures. The top gate,
which due to its very thin dielectric is expected to be more
electrostatically effective, does not affect the levels associated
with the surface states [red levels in Fig. 4(d)]. In contrast,
the bottom gate appears to shift all levels. This implies that
the surface states are localized at the interface between the Bi
features and the underlying SiO2 substrates. As a result, they
can be affected by the (near) bottom gate but due to screening
within the bulk Bi, do not electrostatically “feel” the top
gate. This conclusion is supported by previous observations.
Surface oxidation of Bi has been shown to deteriorate surface
states and decrease their conductance [19], and in contrast,

capping [14,15] and encapsulation [7,56–58] of Bi surfaces by
other oxides does maintain coherent surface states transport.
Theoretical understanding of all these observations is only
starting to emerge [59,60].

IV. CONCLUSIONS

The above results show that quantum confined ballistic
Bi structures can be used to harness their unique electronic
structure to impart advanced transport properties. Specifically,
coherent coupling between surface and bulk states results in
Fano resonances under quantum confined and ballistic con-
ditions with gate-dependent asymmetry parameters. Work is
under progress to harness these findings for thermoelectric
applications [61,62].
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