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An emergent SU(4) symmetry discovered in the microscopic model for d1 honeycomb materials [M. G.
Yamada, M. Oshikawa, and G. Jackeli, Phys. Rev. Lett. 121, 097201 (2018)] has enabled us to tailor exotic
SU(4) models in real materials. In the honeycomb structure, the emergent SU(4) Heisenberg model would
potentially have a quantum spin-orbital liquid ground state due to the multicomponent frustration, and we
can also expect similar spin-orbital liquids in three-dimensional versions of the honeycomb lattice. In such
quantum spin-orbital liquids, both the spin and orbital degrees of freedom become fractionalized and entangled
together due to the strong frustrated interactions between them. Similarly to spinons in pure quantum spin liquids,
quantum spin-orbital liquids can host not only spinon excitations, but also fermionic orbitalon excitations at low
temperature.

DOI: 10.1103/PhysRevB.104.224436

I. INTRODUCTION

The material realization of an SU(N ) symmetry with N >

2 was a long-standing problem. The potential of an emergent
SU(4) symmetry in spin-orbital d1 honeycomb materials [1,2]
has stimulated research on various SU(4) models from two
to three dimensions [1], including a prediction of a spinon-
orbitalon Fermi surface [2] in the three-dimensional (3D)
case. In these d1 materials with one electron in a d shell, the
low-energy effective spin-orbital model becomes the SU(4)
Heisenberg model, which had been previously very difficult
to be realized even in cold atomic systems [3]. Various quan-
tum spin-orbital liquids (QSOLs) are indeed expected in such
SU(4) models.

The SU(4) Heisenberg models have attractive advantages
from a viewpoint of frustrated magnetism. One of the most
intriguing features is that another type of frustration called
multicomponent frustration exists even in bipartite lattices [4].
Triangular geometric frustration is not a necessary condition
for SU(4) spin-orbital liquids and thus we are able to discuss
several bipartite lattices [2,4] in this paper as potential hosts
of spin-orbital liquids. Additionally, we will also discuss the
broken SU(4) symmetry on the triangular lattice and its con-
sequences. On nonbipartite lattices, the d1 material does not
host an SU(4) symmetry, but still possesses a high symmetry
enough to have interesting consequences.

Another important consequence of the emergent SU(4)
symmetry is a correspondence between spin and orbital de-
grees of freedom. In quantum spin liquids, as it was most
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drastically demonstrated in Kitaev spin liquids, low-energy
excitations may be fractionalized into fermions [5]. In the spin
sector, the (fermionic) spin-1/2 excitation is called a spinon
in distinction from a magnon in the symmetry-broken phase.
If there is an SU(4) symmetry in a system with fractionalized
spin excitations, there must be a fractionalized excitation even
in the orbital sector. We call this fermionic orbital excitation
orbitalon in distinction from orbiton in the Jahn-Teller phase
[6]. While finding bosonic orbitons was one of the central
topics in orbital physics [7], hunting fermionic orbitalons has
just begun. The SU(4) symmetry must be an excellent guiding
principle to search for fractionalization in the orbital sector.

We usually write down the SU(4) Heisenberg model in the
form of Eq. (1) in terms of the separate spin operators S j and
orbital ones T j ,

Heff = J
∑
〈i j〉

(
Si · S j + 1

4

)(
T i · T j + 1

4

)
, (1)

where J > 0, S j , and T j are (pseudo)spin-1/2 operators de-
fined for each site j, and the sum is over nearest-neighbor i j
bonds. This is a special high-symmetry point of the Kugel-
Khomskii model [8]. A certain type of frustration involving
spin and orbital degrees of freedom exists in this Hamilto-
nian: If the spin sector forms singlets, the orbital sector forms
triplets and vice versa, so even a small number of bonds
have a strong frustration denying the singlet formation. The
frustration survives even on bipartite lattices, which allows us
to regard various lattices as candidate QSOLs.

We note that these highly symmetric SU(4) models are
relevant to materials other than α-ZrCl3 originally proposed
in Ref. [1]. For example, the relevance of an SU(4) QSOL
has been discussed for Ba3CuSb2O9 (BCSO) with a decorated
honeycomb lattice structure [4,9,10]. It turned out, however,
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that the estimated parameters for BCSO are rather far from the
model with an exact SU(4) symmetry [11]. (See Refs. [12–15]
for other proposed realization of SU(4) symmetry, but they
do not lead to QSOL because of their crystal structures.) The
relevance of the SU(4) Heisenberg model has been discussed
beyond spin-orbital systems recently. Especially, some of the
two-dimensional (2D) systems with moiré superlattices may
be described by effective SU(4) models [16,17].

In this paper, we first introduce a notion of an emergent
SU(4) symmetry in spin-orbital systems (Sec. II), derive it in
the most general form, and discuss the possibility of various
QSOLs in the material realization of the SU(4) Heisenberg
models (Sec. III). Next, we consider the triangular lattice as
a representative nonbipartite lattice, discuss its realization,
and introduce an exotic frustrated Hamiltonian with an almost
SU(4) symmetry (Sec. IV). Finally, we will summarize this
paper and remark on some future directions (Sec. V). To
describe technical details, five Appendices, A–E, are given.

II. SU(4) SPIN-ORBITAL LIQUIDS

A. Dirac spin-orbital liquid

Before moving on to the material proposal, we would like
to review what kind of spin-orbital liquids can be expected
in SU(4) Heisenberg models. The well-established and most
famous one is a Dirac spin-orbital liquid in the SU(4) Heisen-
berg model on the honeycomb lattice. This state is found by
a numerical study [4], but is algebraically simple at the same
time, so it is informative to explain the analytic property of
this ansatz state.

From variational Monte Carlo (VMC) and infinite pro-
jected entangled-pair state (iPEPS) calculations, the SU(4)
Heisenberg model on the honeycomb lattice is expected to
have a QSOL ground state [4]. The state is described by a
π -flux Schwinger-Wigner ansatz of complex fermions with
an algebraic decay in correlation.

To derive the Schwinger-Wigner representation, first we
rewrite the Hamiltonian in terms of the SU(4) operators up
to a constant shift as

Heff = J

4

∑
〈i j〉

Pi j = J

4

∑
〈i j〉

∑
αβ

Sβ
α (i)Sα

β ( j), (2)

where a spin state at each site forms a fundamental represen-
tation of SU(4), and we define Pi j as the permutation operator
which swaps the states at sites i and j. SU(4) spin operators
Sβ

α ( j) are obeying[
Sβ

α , Sβ ′
α′

] = δβα′Sβ ′
α − δαβ ′Sβ

α′ . (3)

Then, Sβ
α ( j) can be represented by Sβ

α ( j) = f †
jα f jβ using a

complex fermion f jα with α = 1, . . . , 4. This representation
with a Gutzwiller projection

∑
α f †

jα f jα = 1 will describe the
SU(4) spin correctly.

After inserting this Schwinger-Wigner representation [18],
the mean-field Hamiltonian becomes

H (1)
MF = −χ0

∑
〈i j〉, α

ηi j ( f †
iα f jα + H.c.), (4)

where ηi j = ±1 are determined as shown in Fig. 1(a) and
χ0 is some constant. This choice of ηi j corresponds to a π
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y

FIG. 1. (a) Gauge used in the π -flux mean-field solution on the
honeycomb lattice. For black solid bonds, ηi j = 1, while for black
dashed bonds ηi j = −1. (b) Dispersion of the π -flux mean-field
solution on the honeycomb lattice.

flux through every hexagonal plaquette. Equation (4) with a
Gutzwiller projection gives a variational wave function. The
dispersion of this π -flux ansatz is shown in Fig. 1(b). There
are two degenerate Dirac cones at � when it is quarter filled.
Thus, this mean-field solution with a Gutzwiller projection is
a candidate Dirac spin-orbital liquid, where complex fermions
are coupled to some gauge field, with doubly degenerate Dirac
cones. This type of spin-orbital liquid with an algebraic corre-
lation is one typical QSOL expected in the SU(4) system. This
gapless property of the SU(4) Heisenberg model on the hon-
eycomb lattice is confirmed by various numerical techniques
[4].

If we use the language of spin-orbital systems, the un-
broken SU(4) symmetry leads to two types of fractionalized
excitations, spinons and orbitalons, which are transformed to
each other by the SU(4) rotation. An unbiased density ma-
trix renormalization group study also suggests the existence
of a symmetric Mott-insulating state in the large-U limit of
the SU(4) Hubbard model [17]. We note that this π -flux
ansatz with Dirac cones is analogous to the Affleck-Marston
approach [4,19]. However, it has recently been claimed that
the original π -flux Dirac spin-orbital liquid might be un-
stable with respect to the monopole perturbation, leaving
the question on the nature of the true ground state still
open [20].

B. Spinon-orbitalon Fermi surface

Even within the Schwinger-Wigner representation, other
phases of spinons and orbitalons are possible, depending on
lattices and flux sectors. A particularly interesting case is
the one with a Fermi surface formed by spinons and or-
bitalons where the SU(4) symmetry is not broken. This is
a natural generalization of the spinon Fermi surface theory
to SU(4).

While a spinon-orbitalon Fermi surface is not expected
on the honeycomb lattice, it was demonstrated that it is a
candidate ground state for the hyperhoneycomb lattice [2],
one of the best-known 3D generalizations of the honeycomb
lattice [21].

In the case of the hyperhoneycomb lattice, the following
zero-flux mean-field Hamiltonian is expected to describe the
ground state,

H (2)
MF = −χ ′

0

∑
〈i j〉, α

( f †
iα f jα + H.c.), (5)
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where χ ′
0 is some constant. Interestingly, this state has a Fermi

surface at quarter filling (one fermion per site), so this mean-
field solution describes the spinon-oribitalon Fermi surface as
long as the SU(4) symmetry is not broken. An energetically
unfavored π -flux state also possesses exotic Dirac cones [2],
so the dynamics in the flux sector of the hyperhoneycomb
QSOL would also be interesting.

The Affleck-Marston-type flux state [19] may not be sta-
bilized, and may not be a good guess for the ground state
away from half filling [22]. A further study is necessary to
reveal the stability of spinon-orbitalon Fermi surfaces more
rigorously. We note that a Fermi surface is expected for the
SU(4) Heisenberg model on the triangular lattice [23], as well
as the critical stripy state [24].

C. Majorana spin-orbital liquids

Another possibility is a Majorana spin-orbital liquid with
various (nodal) spectra. Here we would not specify any mean-
field solution and its spectrum because we still do not know
a lattice hosting such an exotic state. However, the SO(6)
Majorana representation for SU(4) spins [14,25] to describe
a Majorana spin-orbital liquid is mathematically fascinating,
and thus we would briefly review only the algebraic structure
of this representation. This Majorana representation is first
proposed for the SU(4) Heisenberg model on the square lat-
tice [14], but later it was found that the true ground state may
be a symmetry-broken phase [26].

Mathematically, there is an accidental isomorphism be-
tween Lie algebras of SO(6) and SU(4). Strictly speaking, an
accidental isomorphism can be used only for Lie algbebras,
but we abuse terminology like SO(6) ∼= SU(4), for simplicity.
Here, ∼= means local isomorphism. Since SU(4) ∼= SO(6),
we can also find an isomorphism between an antisymmetric
tensor representation of SU(4) and a vector representation
of SO(6). Although we will not explicitly demonstrate these
isomorphisms, this is the reason why we can construct an
SO(6) Majorana representation.

The representation is similar to Kitaev’s for the SU(2) spin
[5]. First, we divide the SU(4) fundamental representation
into spin and orbital degrees of freedom. Then, a spin S j and
an orbital T j can be decomposed into a cross product of two
sets of SO(3) Majorana fermions,

Sγ

j = − i

4
εαβγ ηα

j η
β
j , (6)

T γ
j = − i

4
εαβγ θα

j θ
β
j , (7)

where εαβγ is a Levi-Civita symbol, and η and θ are SO(3)
Majorana fermions with {ηα

i , η
β
j } = {θα

i , θ
β
j } = 2δi jδ

αβ, and

{ηα
i , θ

β
j } = 0. These six Majorana fermions per site provide

a natural basis for the SU(4) ∼= SO(6) symmetry. The Fock
space is redundant and has a dimension (

√
2)6 = 8 at each

site. Thus, we have to project it onto the four-dimensional
physical subspace in an SO(6)-symmetric way.

The simplest constraint for the projection would be

iηx
jη

y
jη

z
jθ

x
j θ

y
j θ

z
j = 1 for ∀ j (8)

FIG. 2. Geometric structure of honeycomb α-ZrCl3. Cyan and
light green spheres represent Zr and Cl, respectively. The crystallo-
graphic axes are shown and labeled as the 1 and 2 directions. The
figure is taken from Ref. [1].

or

iηx
jη

y
jη

z
jθ

x
j θ

y
j θ

z
j = −1 for ∀ j. (9)

Indeed both Eqs. (8) and (9) can simplify the original SU(4)
Hamiltonian and result in the same Majorana Hamiltonian. In
either case, all higher order terms in the SU(4) Heisenberg
model can be reduced into quartic terms:

HMajorana ∝ −1

8

∑
〈i j〉

(iηi · η j + iθi · θ j )
2. (10)

Thus, at a saddle point, we can define a real mean field to
solve self-consistent equations: χR

i j = 〈iηi · η j + iθi · θ j〉, and
the mean-field Hamiltonian reads

HR
MF =

∑
〈i j〉

[
−χR

i j

4

(
iηi · η j + iθi · θ j

) +
(
χR

i j

)2

8

]
. (11)

Notice that the mean field χR
i j = −χR

ji is always real.
We note that the fermion number is not conserved except

for the Z2 parity, and usually we make a mean-field ansatz
wave function by filling a Fermi sea until half filling. The
projection onto the physical subspace is similar to that for the
Kitaev model [5]. In this Majorana spin-orbital liquid, spinons
and orbitalons are in fact intertwined due to the projection
Eq. (8) or Eq. (9), and thus we shall call them spin-orbitalons.

III. EMERGENT SU(4) SYMMETRY

A. Honeycomb materials

From now on, we will move on to the material side. In
many senses, α-ZrCl3 is the first and most important can-
didate for an emergent SU(4) symmetry. This material was
reported in the 1960s by Swaroop and Flengas [27,28]. In
the reported structure, Zr3+ is in the d1 electronic configu-
ration, octahedrally surrounded by Cl−. The crystal structure
is supposed to be honeycomb-layered with a high symme-
try [27,28] (see Fig. 2). In the following discussions, we
assume that α-ZrCl3 indeed forms well-separated layers of
the ideal honeycomb lattice. It should be noted that, how-
ever, the crystal structure in Refs. [27,28] may be based on a
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misassigned powder pattern [29]. In addition, a recent density-
functional theory (DFT) calculation suggests that this material
might be susceptible to dimerization of the honeycomb layers
[30]. If the crystal structure is in fact different from the as-
sumed honeycomb one, the theory should also be modified
accordingly. Even if the crystal structure is modified, as long
as the spin-orbit coupling is unquenched, it probably leads
to an exotic orbital magnetism. On the other hand, we can
replace atoms as long as the d1 electronic configuration is
kept. We can think of α-MX3, with M = Ti, Zr, Hf, etc.,
X = F, Cl, Br, etc. They are also candidate materials to realize
the SU(4) Heisenberg model on the honeycomb lattice. The
case of α-TiCl3 is discussed separately in Appendix A.

The skeletal structure resembles that of α-RuCl3, which is
known to be an important candidate for the Kitaev honeycomb
model [31]. We can regard α-ZrCl3 as a particle-hole inver-
sion counterpart of a transition metal halide α-RuCl3 because
Ru3+ has a d5 configuration, while Zr3+ has a d1 configu-
ration. The ground state is in the Jeff = 1/2 subspace in the
former, whereas the ground state is in the Jeff = 3/2 subspace
in the latter. We first demonstrate constructing SU(4) spin
models for an effective total angular momentum Jeff = 3/2 on
each M of honeycomb α-MX3, following Ref. [1].

The Jeff = 3/2 picture becomes asymptotically exact in the
strong spin-orbit coupling (SOC) limit. This can be achieved
by increasing the atomic number of M from Ti to Hf. The
compounds α-MCl3 with M = Ti, Zr and related Na2VO3

have been already reported experimentally. For simplicity, we
only use α-ZrCl3, although exactly the same discussion would
apply to α-HfCl3, and other honeycomb systems A2M ′O3

(A = Na, Li, etc., M ′ = Nb, Ta, etc.) as well.

B. Effective Hamiltonian

In the strong-ligand-field limit, the description with one
electron in the threefold degenerate t2g shell becomes accurate
for α-ZrCl3. The t2g orbitals (dyz, dzx, and dxy-orbitals) are
denoted by a, b, c, respectively. Let ajσ , b jσ , and c jσ represent
annihilation operators for these orbitals on the jth site of the
honeycomb lattice with spin-σ , and nξσ j with ξ ∈ {a, b, c}
be the corresponding number operators. We also use this
(a, b, c) = (yz, zx, xy) notation for bonds: each Zr—Zr bond
is labeled as a ξ bond (ξ ∈ {a, b, c}) when the superexchange
pathway is on the ξ plane [32], as depicted in Fig. 3.

Although there are many ways to define a Jeff =
3/2 spinor ψ , we here use the following bases: ψ =
(ψ↑↑, ψ↑↓, ψ↓↑, ψ↓↓)t = (ψ3/2, ψ−3/2, ψ1/2, ψ−1/2)t , where
ψJz (Jz = ±3/2, ±1/2) is the annihilation operator for the
|J = 3/2, Jz〉 state. Assuming the SOC is the largest elec-
tronic energy scale, except for the ligand field splitting,
fermionic operators can be projected onto the Jeff = 3/2 states
by inserting the quartet ψ jτσ as follows:

a†
jσ → σ√

6
(ψ†

j↑σ̄ −
√

3ψ
†
j↓σ ), (12)

b†
jσ → i√

6
(ψ†

j↑σ̄ +
√

3ψ
†
j↓σ ), (13)

c†
jσ →

√
2

3
ψ

†
j↑σ , (14)

where the indices τ and σ of ψ jτσ represent the pseudo-orbital
and pseudospin indices, respectively. Here σ̄ means an oppo-
site spin to σ. We begin from the following six-component
Hubbard Hamiltonian for α-ZrCl3,

H = − t
∑

σ,〈i j〉∈α

(β†
iσ γ jσ + γ

†
iσ β jσ ) + H.c.

+ U

2

∑
j,(δ,σ )
=(δ′,σ ′ )

nδσ jnδ′σ ′ j, (15)

where t is a real hopping parameter through the superex-
change pathway shown in Fig. 3(a), U > 0 is the Hubbard
term, 〈i j〉 ∈ α means that the bond 〈i j〉 is an α bond, 〈α, β, γ 〉
runs over every cyclic permutation of 〈a, b, c〉, and δ, δ′ ∈
{a, b, c}. The effects of the Hund’s coupling JH , not included
explicitly in Eq. (15), are discussed in Appendix B. Simply by
inserting Eqs. (12)–(14), we obtain

H = − t√
3

∑
〈i j〉

ψ
†
i Ui jψ j + H.c. + U

2

∑
j

ψ
†
j ψ j (ψ

†
j ψ j − 1),

(16)
where ψ j is the aforementioned Jeff = 3/2 spinor on the jth
site, and Ui j = Uji is a 4 × 4 unitary matrix

Ui j =

⎧⎪⎨
⎪⎩

U a = τ y ⊗ I2 (〈i j〉 ∈ a)

U b = −τ x ⊗ σ z (〈i j〉 ∈ b)

U c = −τ x ⊗ σ y (〈i j〉 ∈ c),

(17)

where τ and σ are Pauli matrices acting on the τ and σ indices
of ψ jτσ , respectively, and IN is an N × N identity matrix. We
note that U a,b,c are Hermitian, so Uji = Ui j

† = Ui j .
Now let us define an SU(4) gauge transformation,

ψ j → g j · ψ j, Ui j → giUi jg
†
j, (18)

where g j is an element of SU(4) chosen for each site j.
For any loop C on the honeycomb lattice, the SU(4) flux
defined by a product

∏
〈i j〉∈C Ui j is invariant under the gauge

transformation.
For each elementary hexagonal loop (which we call pla-

quette) p in the honeycomb lattice with the coloring indicated

FIG. 3. (a) Superexchange pathways between two Zr ions con-
nected by a c bond (blue) in α-ZrCl3. White and grey spheres
represent Zr and Cl atoms, respectively. (b) Three different types of
bonds in α-ZrCl3. Red, light green, and blue bonds represent a, b,
and c bonds on the yz, zx, and xy planes, respectively. The figure is
taken from Ref. [1].
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in Fig. 3(b), the product becomes

∏
〈i j〉∈�p

Ui j = U aU bU cU aU bU c = (U aU bU c)2 = −I4, (19)

corresponding to an Abelian phase π . Since all the loops in
the honeycomb lattice are made of these plaquettes, there ex-
ists an SU(4) gauge transformation which reduces the model
Eq. (16) to the π -flux Hubbard model H with a global SU(4)
symmetry,

H = − t√
3

∑
〈i j〉

ηi jψ
†
i ψ j + H.c. + U

2

∑
j

ψ
†
j ψ j (ψ

†
j ψ j − 1),

(20)
where the definition of ηi j = ±1, which is arranged to insert
a π flux inside each plaquette, is shown in Fig. 1(a).

At quarter filling, i.e., one electron per site, as is the
case in α-ZrCl3, the ground state becomes a Mott insulator
for a sufficiently large U/|t |. In this regime, the effective
Hamiltonian for the spin and orbital degrees of freedom, ob-
tained by the second-order perturbation in t/U , becomes the
Kugel-Khomskii model exactly at the SU(4) point Eq. (1),
with S = σ/2, T = τ/2, and J = 8t2/(3U ) in the basis set
after the gauge transformation. We note that the phase factor
ηi j cancels out in this second-order perturbation. This SU(4)
Heisenberg model on the honeycomb lattice is established
to host a gapless QSOL [4], so we have found a possible
realization of a Dirac spin-orbital liquid in α-ZrCl3 with an
emergent SU(4) symmetry.

C. Lieb-Schultz-Mattis-Affleck theorem

The nontrivial property of this model may be understood
in terms of the Lieb-Schultz-Mattis-Affleck (LSMA) theorem
for the SU(N ) spin chains [33–36], generalized to higher
dimensions [33,37–40]. For the honeycomb lattice, which has
two sites per unit cell, there is no LSMA constraint for SU(2)
spin systems [41]. Nevertheless, as for the SU(4) spin system
we discuss in this paper, a twofold ground-state degeneracy
is at least necessary to open a gap. This implies the stability
of a gapless QSOL phase observed in the SU(4) Heisenberg
model on the honeycomb lattice.

The claim of the LSMA theorem is as follows: Under
the unbroken SU(N ) symmetry and translation symmetry, the
ground state of the SU(N ) spin system with n fundamental
representations per unit cell cannot be unique if there is a
nonvanishing excitation gap and n/N is fractional. This rules
out a possibility of a featureless Mott insulator phase, which is
defined as a gapped phase with a unique ground state without
any spontaneous symmetry breaking or topological order.

The original paper by Affleck and Lieb [34] only discussed
one-dimensional (1D) systems, so we would like to extend
this theorem to higher dimensions and systems with a space
group symmetry. The proof, based on Oshikawa’s flux inser-
tion argument [38], is discussed in detail in Appendix D. The
proof is not mathematically rigorous but physically intuitive.
Here we would just summarize the logic used in the proof.

In the SU(2) case, the inserted flux is a magnetic flux
constructed by Sz operators, but in the SU(N ) case we use

TABLE I. Tricoordinated lattices discussed in this paper. Space
groups are shown in number indices. Nonsymmorphic ones are un-
derlined. n is the number of sites per unit cell.

Lattice name SU(4) 120◦ bond n Space group LSMA

(10,3)-a
√a √

4 214
√b

(10,3)-b
√a √

4 70
√b

(10,3)-c − − 6 151
√

(10,3)-d
√a − 8 52

√b

(9,3)-a − − 12 166 −
82.10-a

√ √
8 141 −

(8,3)-b
√ √

6 166
√c

stripy honeycomb
√ √

8 66 −
(6,3)

√ √
2

√d

aThe product of hopping matrices along every elementary loop is
unity, resulting in the SU(4) Hubbard model with zero flux.
bNonsymmorphic symmetries of the lattice are sufficient to protect
a QSOL state, hosting a crystalline spin-orbital liquid state (see
Appendix C).
cAlthough the model has a π flux, with an appropriate gauge choice
the unit cell is not enlarged. Therefore, the LSMA theorem straight-
forwardly applies to the π -flux SU(4) Hubbard model.
dWhile the standard LSMA theorem is not effective for the π -
flux SU(4) Hubbard model here, the magnetic translation symmetry
works to protect a QSOL state [42].

the following operator instead:

I0 = 1

N

⎛
⎜⎜⎜⎜⎝

1 0 · · · 0 0
0 1 0 0
...

. . .
...

0 0 1 0
0 0 · · · 0 −(N − 1)

⎞
⎟⎟⎟⎟⎠. (21)

The diagonal elements obey I0 mod 1 = 1/N , so this
changes the denominator of the filling fraction from 2 to N .
This is the intuitive understanding of the theorem, and would
be applied to higher dimensions and the case with a space-
group symmetry.

D. Three-dimensional generalizations

Generalized 3D honeycomb lattices are sometimes called
tricoordinated lattices. Recently, the classification of Kitaev
spin liquids on various tricoordinated lattices has been made
[43–45], so we follow their strategy to extend the SU(4)
physics to 3D. We listed all the tricoordinated lattices con-
sidered in this paper on Table I. This table is based on Wells’s
classification of tricoordinated lattices [46]. We use a Schläfli
symbol (p, c) to label each lattice, where p is the shortest
length of the elementary loops of the lattice, and c = 3 means
the tricoordination of each vertex. For instance, (6,3) is the
2D honeycomb lattice and all the other lattices are 3D lattices,
distinguished by an additional letter following Wells [46].
82.10-a is a nonuniform lattice and the notation is different
from the other lattices.

By generalizing the discussion of the honeycomb lattice
to generic cases, if the SU(4) orbital flux for any loop C
is reduced to an Abelian phase ζC = ±1, i.e.,

∏
〈i j〉∈C Ui j =

ζCI4 (for ∀C), the Hubbard model will acquire SU(4)
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symmetry. This relation has been checked for each lattice in
Table I. We note that the flux inside is listed and included in
Appendix E.

A check mark is put in the SU(4) column if the SU(4) sym-
metry exists. Moreover, to form a stable structure, the bonds
from each site must form a 120º structure with an octahedral
coordination. This condition has again been checked for each
lattice, and indicated on the 120º bond column [45] of Table I.
Finally, we put a check mark on the LSMA column when the
LSMA theorem implies the existence of ground state degen-
eracy or gapless excitations for the resulting SU(4) Hubbard
model. For example, the LSMA theorem is applicable to the
(8,3)-b lattice because n/N = 6/4 is fractional.

We note that a 3D version of Na2VO3 has already been
reported [47]. Therefore, we can expect synthesis of various
3D polymorphs of ZrCl3 or A2M ′O3 with A = Na, Li and
M ′ = Nb, Ta, similarly to 3D β-Li2IrO3 [21] and γ -Li2IrO3

[48].

IV. TRIANGULAR d1 SYSTEM WITH A
BROKEN SU(4) SYMMETRY

It would be interesting to investigate SU(4) Heisenberg
models on nontricoordinated lattices. Especially, on the lat-
tice with 1 or 3 sites per unit cell, the LSMA theorem can
exclude the possibility of a simply gapped Z2 spin liquid and
suggests a Z4 QSOL or unusual SET phases instead. This can
be understood by applying the proof of the LSMA theorem to
a cylinder boundary condition because the fourfold ground-
state degeneracy on a cylinder suggests the existence of a
gapless edge mode or a topological order beyond Z2 topologi-
cal order, for example. The case of the triangular lattice is also
mentioned in Ref. [2].

From now on, we only consider a triangular lattice case for
simplicity. Moreover, it may be relevant to some accumulated
graphene/transition metal dichalcogenide systems [49]. We
can easily expect the existence of a U(1) spin-liquid state even
for the SU(4) Heisenberg model on the triangular lattice [23].
However, unfortunately, real triangular d1 systems cannot host
an exact SU(4) Heisenberg model. Instead, as we will show
in the following, we find a �5 flux inside each triangular
plaquette and the resulting spin-orbital model becomes exotic,
reflecting this additional (non-Abelian) flux.

Similarly to Ba3IrTi2O9 [50], which is a triangular d5

Kitaev material, we can imagine a triangular d1 system as a
starting point. In this case, each triangular plaquette binds the
following flux: ∏

〈i j〉∈�
Ui j = U aU bU c =: i�5. (22)

For simplicity, we use a chiral representation as follows:

�5 = −τ z ⊗ I2 =
(−I2 0

0 I2

)
. (23)

A gauge transformation can always concentrate a flux ma-
trix to only one bond for each triangular plaquette, so it is
enough to focus on one bond 〈i j〉 with Ui j = i�5 to derive an
effective spin-orbital model by the second-order perturbation
in t/U . The rest of the bonds are all SU(4) symmetric, in

FIG. 4. Triangular d1 model. Solid bonds have the SU(4)
Heisenberg interaction, but dashed bonds have an exotic interaction
Eq. (24). If we ignore dashed bonds, it becomes the SU(4) Heisen-
berg model on the square lattice [26].

which case the discussion is completely parallel to the hon-
eycomb case. As for a bond with Ui j = i�5, the second-order
perturbation leads to the following spin-orbital model:

Hi j = J
(
Si · S j + 1

4

)(
T z

i T z
j − T x

i T x
j − T y

i T y
j + 1

4

)
, (24)

if 〈i j〉 is a dashed bond shown in Fig 4. We can expect an
exotic frustration, which is different from that in the SU(N )
Heisenberg model. To the best of our knowledge, there is no
previous study for this model, so it is worthwhile to study it
here.

Then, what kind of QSOLs are relevant to this exotic
model? One of the most natural possibilities is the �5-flux
state. This state is described by the following trial wave func-
tion |�GS〉:

|�GS〉 = PGW |�free〉 , (25)

where |�free〉 is the free-fermionic ground state of the above
model with the �5 flux in the case of U = 0 at quarter
filling, and PGW is the Gutzwiller projection onto the space
with Nj = 1 for each j. The correlation effect of U → ∞ is
included in the Gutzwiller projection. Indeed, this state has
a spinon-oribitalon Fermi surface. As shown in Fig. 5, two
degenerate bands cross the Fermi level at quarter filling and
the cross section consists of circular Fermi surfaces.

However, this state most probably suffers from the
Bardeen-Cooper-Schrieffer (BCS) instability [44]. The
twofold degeneracy of bands and the almost isotropic Fermi
surface allow the following BCS ground state instead of the
original wave function:

|� ′
GS〉 = PGW |�BCS〉 . (26)

|�BCS〉 =
∏

k

(
uk + vk f †

−k↓ f †
k↑

) |�free〉 , (27)

FIG. 5. (a) Band structure of the �5-flux state. All bands are
doubly degenerate due to the time-reversal and inversion symmetries.
(b) Fermi surfaces (blue lines) of the �5-flux state at quarter filling.
The Brillouin zone is shown by black lines.
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where the product about k is taken over the Fermi surface, uk

and vk are variational parameters with u2
k + v2

k = 1, and f †
kσ

is a creation operator of a spinon/orbitalon with a momentum
k, where σ =↑,↓ labels the pseudospin index of the Kramers
band degeneracy. This describes the standard s-wave pairing
of the Cooper pair, while other pairings are also possible.

The energy of the proposed state |� ′
GS〉 cannot easily be

evaluated and probably requires a VMC simulation about uk

and vk. This state describes a kind of gapped spin liquid,
while its property is still obscure. Whether or not this state is
stabilized is determined from the comparison of energy with
other candidate states. The energetic comparison of candidate
states based on VMC is left for the future work.

Discussions here are relevant to 1T-TaS2 [51–53] in a
symmetric phase without a structural distortion. However,
the so-called star-of-David structure appears after the charge
density wave transition, which destroys the orbital degeneracy
of the Jeff = 3/2 states. If the symmetric phase survives at
very low temperature, 1T-TaS2 should also be an important
playground for the quasi-SU(4) magnetism.

NaZrO2 is also a candidate for the same triangular d1

state, though the DFT claims that it is in a nonmagnetic
metallic state [54]. It could possibly lead to the above model
after the Mott transition. A DFT study for LiZrO2 was also
found [55].

V. DISCUSSION

In this paper, we made a comprehensive study on various
d1 spin-orbit-coupled systems and discovered that the SU(4)
Heisenberg models appear generically on many tricoordinated
bipartite lattices. Part of the results presented in this paper
were already announced in a previous short communication
[1]. Expanding the original Letter [1], in this paper we have
presented (i) the proof of the LSMA theorem generalized to
higher dimensions, (ii) discussions on the triangular lattice d1

system, and (iii) the flux structure of various tricoordinated
bipartite lattices.

Even on nonbipartite lattices like the triangular lattice, the
d1 model is exotic and worth investigating, while they do not
host a complete SU(4) symmetry. The study of actual ground
states for those models is left for future work.

The Jahn-Teller term which couples the orbital to the lattice
has not been discussed. It typically breaks a symmetry of
the lattice, resulting in a Jahn-Teller transition to the low-
symmetry phase [7]. For the symmetric phase to survive, the
itinerant quantum fluctuation which can tunnel between clas-
sical ground states may be necessary. Thus, the competition
between QSOLs and Jahn-Teller phases (orbital order) can
be understood in terms of the spinon/orbitalon bandwidth
W ∼ J = 8t2/(3U ) [56]. If J is large enough compared to the
phonon energy scale to stabilize the (orbital) symmetric state,
then the kinetic energy gain of orbitalons may destabilize the
Jahn-Teller order. Thus, such energy gain may be maximized
around the Mott transition, and thus the 4d or 5d materials
with a smaller U may be beneficial.

An indirect sign of a realization of QSOL state in real ma-
terials would be the absence of long-range order down to the
lowest temperatures. Experimentally, muon spin resonance

(μSR) or nuclear magnetic resonance (NMR) experiments
can rule out the existence of long-range magnetic ordering or
spin freezing in the spin sector. In the orbital sector, a possi-
ble experimental signature to observe the absence of orbital
ordering or freezing should be electron spin resonance (ESR)
[57] or extended x-ray absorption fine structure [10]. Es-
pecially, (finite-frequency) ESR can observe the dynamical
Jahn-Teller effect [58,59], where the g-factor isotropy directly
signals the quantum fluctuation between different orbitals
[57,60,61], i.e., the SU(2) subgroup symmetry in the orbital
sector may be evident in the g-factor isotropy. This is also
applicable to our t2g case because of the shape difference in the
Jeff = 3/2 orbitals [62], and the static Jahn-Teller distortion
will result in the anisotropy in the in-plane g factors [63]. Here
we note that the trigonal distortion existing a priori in real
materials only splits the degeneracy between the out-of-plane
and in-plane g factors, and the splitting of the two in-plane
modes clearly indicates some (e.g., tetragonal) distortion.

The emergent SU(4) symmetry would result in coincidence
between the timescales of two different excitations for spins
and orbitals observed by NMR and ESR, respectively.

On the other hand, the direct detection of orbitalons may
be more challenging. Orbitalons carry an orbital angular
momentum. Magnetically, an orbital angular momentum is
indistinguishable and mixed with a spin by SOC. However,
since the orbital fluctuation is coupled to the lattice, an electric
field, light, or x rays can directly affect the orbital sector [7].
Especially, a light beam with an orbital angular momentum
has been investigated recently [64] and may be useful for the
detection of orbitalons. It will be an interesting problem to
discover the connection between such technology and frac-
tionalized orbital excitations.

Such orbital physics can be sought in other systems like
f -electron systems. For example, ErCl3 may have twofold
orbital degeneracy at low temperature [65,66]. In many cases,
orbitals have twofold degeneracy at most, so the highest
achievable symmetry of QSOLs in spin-orbital materials is
SU(4). Whether it is possible to realize SU(6) spin systems
in spin-orbital systems is an interesting open question. So far,
a cold atomic system is the only candidate for SU(6) [67].
The exploration of hitherto unknown materials with exotic
symmetries is still far from being finished, and it is a future
problem to make a catalog of these systems.
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APPENDIX A: α-TiCl3

As for α-TiCl3, a structural transition and opening of a
spin gap at T = 217 K have been reported [70]. This implies
a small SOC, as it is consistent with a massively degenerate
manifold of spin singlets expected in the limit of a vanishing
SOC [71].

We try to capture the physics of α-TiCl3 by the model
without SOC. The model itself was already discussed in Sec.
VIB of Ref. [72] and Sec. III A of Ref. [73]. This weak-SOC
limit is interesting, as the valence bond liquid-type states are
expected and would potentially explain the observed spin-gap
behavior.

In addition to the above references, we would like to give
an insight from the SU(4) symmetry. Indeed, the model at

JH = 0 is locally SU(4)-symmetric when we flip an active
orbital on one of the two sites on an isolated bond. Thus,
locally, the spin-singlet orbital-triplet state or the spin-triplet
orbital-singlet state will lower the energy, potentially leading
to the resonating valence-bond-like state by covering the hon-
eycomb lattice by SU(4) dimers.

The above picture is very naive but potentially explains the
valence bond formation accompanied by the spin-gap tran-
sition from the SU(4) viewpoint. Though there is no global
SU(4) symmetry in the weak-SOC limit, the local SU(4) sym-
metry is still useful and is worth mentioning in this Appendix.

APPENDIX B: SU(4)-BREAKING TERMS

Of course, real materials do not have a complete SU(4)
symmetry and we have to think of the effect of SU(4)-
breaking terms on the spin-orbital liquid states. Especially,
we consider the case of α-ZrCl3 and discuss what kind of
SU(4)-breaking terms may exist.

The most relevant SU(4)-breaking term would be the
Hund’s coupling JH . The Hamiltonian can be written in the
simplest form [1,74] as

H = − t
∑

σ,〈i j〉∈α

(β†
iσ γ jσ + γ

†
iσ β jσ ) + H.c. +

∑
j

[
U − 3JH

2
Nj (Nj − 1) − 2JH s2

j − JH

2
L2

j + 5

2
JH Nj

]
, (B1)

where α, β, and γ are defined in the same way as Eq. (15),
Nj is a number operator, s j is a total spin, and L j is a total
effective angular momentum within the t2g manifold. It is
easy to see that the perturbation from the original Hamiltonian
[Eq. (15)] is small when JH/U ∼ O(0.1), as long as the total
Nj is conserved.

In addition, it is not difficult to show that in the second-
order perturbation the contribution breaking the original
SU(4) symmetry always involves a virtual state with an en-
ergy higher than the lowest order by λ or JH . Anyway, we can
conclude that, as long as we ignore higher order contributions
of JH/U ∼ O(0.1), the emergent SU(4) symmetry would be
robust.

We note that recently it was argued that O(0.1) perturba-
tion of JH/U would not destabilize the SU(4) spin liquid in
the case of BCSO [75]. Although it is not clear this result is
applicable to α-ZrCl3, we can expect that the stability region
of a size O(0.1) will be reproduced for α-ZrCl3, too, by
similar mean-field and variational calculations. While this is a
preliminary discussion, further studies will disclose the effects
of JH/U in the future.

APPENDIX C: CRYSTALLINE SPIN-ORBITAL LIQUIDS

Crystalline spin liquids (XSLs) [76] were defined origi-
nally for Kitaev models and the discussion is in Ref. [76]. We
would quickly review the definition and generalize this notion
to SU(4)-symmetric models based on the LSMA theorem.

In the context of gapless Kitaev spin liquids as originally
proposed in Ref. [76], an XSL is defined as a spin-liquid
state where a gapless point (or a gapped topological phase) is
protected not just by the unbroken time-reversal or translation

symmetry, but by the space-group symmetry of the lattice.
This is a simple analogy with a topological crystalline insula-
tor, where a symmetry-protected topological order is protected
by some space-group symmetry.

Different from topological crystalline insulators, the clas-
sification or identification of XSLs is not easy. This is because
a symmetry could be implemented projectively in spin liquids
and the representation of the symmetry (action) becomes a
projective (fractionalized) one. The classification depends not
only on its original symmetry of the lattice but also on its pro-
jective symmetry group, so there are a macroscopic number
of possible XSLs. The only thing we can do is to identify the
mechanism of the symmetry protection for each specific case.
In Ref. [76], two Kitaev spin liquids are identified, one with
3D Dirac cones and the other with a nodal line protected by
the lattice symmetry, not by the time-reversal symmetry [45].

Sometimes, however, extended Lieb-Schultz-Mattis-type
(LSM-type) theorems can prove the existence of a gapless
point or a topological state in the gapped case. Thus, the
LSM theorem can potentially prove that some spin liquids
are XSLs without a microscopic investigation, if we ignore
whether it is gapped or gapless [77]. This is a subtle point, but
LSM-type theorems extended to include a nonsymmorphic
symmetry are very powerful to discuss the property of spin
liquids abstractly.

Next, we would like to discuss the generalization of the
concept of XSL to SU(4)-symmetric models. In the (10,3)
lattices listed in Table I, the unit cell consists of a multiple
of four sites, and thus the generalized LSMA theorem seems
to allow a featureless insulator if we only consider the trans-
lation. Following Refs. [77–79], however, we can effectively
reduce the size of the unit cell by dividing the unit cell by
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the nonsymmorphic symmetry, and thus the filling constraint
becomes tighter with a nonsymmorphic space group. Even in
the (10,3) lattices, the gapless QSOL state can be protected
by further extension of the LSMA theorem. We call them
crystalline spin-orbital liquids (XSOLs) in the sense that these
exotic phases are protected in the presence of both the SU(4)
symmetry and (nonsymmorphic) space-group symmetries.

APPENDIX D: DETAILS OF THE
LIEB-SCHULTZ-MATTIS-AFFLECK THEOREM

The SU(N ) Heisenberg model on the 2D honeycomb
lattice admits the application of the LSMA theorem
[33,34,38,39] for N > 2. However, the original paper by Af-
fleck and Lieb [34] only discussed 1D systems, so we would
like to extend the claim to higher dimensions and systems
with a space-group symmetry. Let us first consider a periodic
2D lattice with the primitive lattice vectors a1,2, as defined
in Fig. 2 in the main text. We define the lattice translation
operators Tμ along aμ for μ = 1, 2.

Here we consider the case with a fundamental representa-
tion on each site of the honeycomb lattice, which includes the
SU(4) Heisenberg model discussed in the main text. We call
each basis of the SU(N ) fundamental representation flavor.
The Hamiltonian of the SU(N ) Heisenberg model on the
honeycomb lattice in general can be written as

HSU(N ) = Ja

N

∑
〈i j〉∈a

Pi j + Jb

N

∑
〈i j〉∈b

Pi j + Jc

N

∑
〈i j〉∈c

Pi j (D1)

up to constant terms, where Jγ s are the bond-dependent cou-
pling constants for the γ bonds, as defined in the main text,
and Pi j is the permutation operator of the flavors between the
ith and jth sites. The translation symmetries, T1 and T2, exist
independently of the values of Jγ s, so the following discus-
sions apply to any positive Jγ s. Since the spin-1/2 Heisenberg
antiferromagnetic interaction for the SU(2) spin can also be
written as Eq. (D1) with N = 2 dimensional Hilbert space at
each site.

Now we discuss the generalization of the LSMA theorem
to SU(N ) spin systems [34,35,40] in two dimensions fol-
lowing the logic of Ref. [38]. One of the generators I0 of
the SU(N ) in the fundamental representation is given by the
traceless N × N diagonal matrix:

I0 = 1

N

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

1 0 · · · 0 0

0 1 0 0
...

. . .
...

0 0 1 0

0 0 · · · 0 −(N − 1)

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (D2)

We introduce an Abelian gauge field A(r), which couples to
the charge I0, where r is the coordinate.

We assume that the (possibly degenerate) ground states
are separated from the continuum of the excited states by a
nonvanishing gap and that the gap does not collapse during
the flux insertion process discussed below. We consider the
system consisting of L1 × L2 unit cells on a torus, namely,
with periodic boundary conditions r ∼ r + L1a1 ∼ r + L2a2.
A ground state, which is SU(N ) symmetric and has a definite

crystal momentum (i.e., eigenstate of Tμ with μ = 1, 2), is
chosen as the initial state. We adiabatically increase the gauge
field from A = 0 to A = k1/L1, so the magnetic flux con-
tained in the hole of the torus increases. When the magnetic
flux reaches the unit flux quantum 2π, the Hamiltonian of the
system becomes equivalent to the initial one. This happens
precisely when the Hamiltonian is obtained from the original
Hamiltonian with a large gauge transformation. The minimal
large gauge transformation with respect to the charge I0 is
given by

U1 = exp

[
i

L1

∑
r

k1 · rI0(r)

]
, (D3)

where kμs are primitive reciprocal lattice vectors satisfying

kμ · aν = 2πδμν. (D4)
The large gauge transformation satisfies the commutation

relation:

U1T1 = T1U1 exp

[
2π i

L1

(
I0
T −

∑
r·k1=2π (L1−1)

L1I0(r)

)]
. (D5)

Here I0
T = ∑

r I0(r). Since the ground state is assumed to be
an SU(N ) singlet when the number of sites is a multiple of N,

it belongs to the eigenstate with I0
T = 0. Furthermore, because

eigenvalues of I0(r) are equivalent to 1/N mod 1, we find

T1
−1U1T1 ∼ U1e−(2π inL2/N ), (D6)

where n is the number of sites in the unit cell.
Since the uniform increase in the vector potential does

not change the crystal momentum, this phase factor due to
the large gauge transformation alone gives the change of the
crystal momentum in the flux insertion process. Choosing L2

to be coprime with N, we find a nontrivial phase factor when
n/N is not an integer. This implies that if n is not an integer
multiple of N , the system must be gapless or has degenerate
ground states.

For the honeycomb lattice, n = 2, and there is no LSMA
constraint for SU(2) spin systems. In contrast, for the SU(4)
spin system we discussed in the main text, the ground-state
degeneracy (or gapless excitations) is required even on the
honeycomb lattice. Thus, the resulting QSOL [4] cannot be
a trivial featureless Mott insulator when the symmetry is not
broken spontaneously.

As explained in the above proof, the existence of a non-
trivial generator I0 is important for this theorem. In the case
of α-ZrCl3 discussed in the main text, this element is not
included in the generators of the original SU(2) × SU(2) sym-
metry of the spin-orbital space, but included in the emergent
SU(4) symmetry in the strong spin-orbit coupling limit. Thus,
we can say that the SU(4) symmetry actually protects the
nontrivial ground state of the SU(4) Heisenberg model on the
honeycomb lattice.

This proof of the LSMA theorem is not restricted to
bosonic systems and applies to both bosonic and fermionic
systems. Thus, the generalization to the (zero-flux) SU(N )-
symmetric Hubbard models is straightforward. With N-flavor
fermionic degrees of freedom in the SU(N ) fundamental
representation at each site, the necessary condition for the
existence of a featureless insulator is that there exists a mul-
tiple of N fundamental representations per unit cell, which
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can form an SU(N ) singlet. We note that the LSMA theorem
for SU(N ) spin systems can be derived from the U → ∞
limit of the SU(N ) Hubbard model at 1/N filling. One can
also extend the LSMA theorem to the systems with general
representations on each site, starting from a Hubbard model.
That is, we include an appropriate on-site Hund’s coupling JH

in the Hubbard model so the desired representations have the
lowest energy, and then take the JH → ∞ limit afterward.

The generalization to the 3D case with three translation
operators, T1, T2, and T3, is again straightforward and we
will omit the proof here, but it is useful to extend the LSMA
theorem to the case with a space-group symmetry. Recently,
tighter constraints have been obtained for nonsymmorphic
space-group symmetries [77,78] than what is implied by the
LSMA theorem based on the translation symmetries only.
This is because a nonsymmorphic symmetry behaves as a half
translation, which would reduce the size of the effective unit
cell.

As a demonstration, here we only discuss the constraint
given by one nonsymmorphic (glide mirror or screw rotation)
operation G by generalizing the flux insertion argument as in
Ref. [78]. We note that a tighter condition can be derived by
dividing the torus into the largest flat manifold, which is called
Bieberbach manifold, for some of the nonsymmorphic space
groups [77].

Among the 157 nonsymmorphic space groups, the 155
except for I212121 (No. 24) and I213 (No. 199) include an
unremovable (essential) glide mirror or screw rotation sym-
metry G [80], so we will concentrate on these 155 to show
how G works to impose a stronger constraint on filling. The
nonsymmorphic operation G consists of a point-group opera-
tion G followed by a fractional (nonlattice) translation with a
vector α in a direction left invariant by G, i.e., G : r �→ Gr + α

with Gα = α. We again assume that the (possibly degener-
ate) ground states are separated from the continuum of the
excited states by a nonvanishing gap, and that the gap does
not collapse during the flux insertion process discussed below.
A ground state |ψ〉 , which is SU(N ) symmetric and has a
definite eigenvalue of all the crystalline symmetries including
G (i.e., eigenstate of G), is chosen as the initial state.

We note that, for every nonsymmorphic space group except
I212121 (No. 24) and its key nonsymmorphic operation G,

we can take an appropriate choice of primitive lattice vectors
a1, a2, a3 with the following properties [77]: (i) The asso-
ciated translation α is along the direction of a1 and (ii) the
plane spanned by a2 and a3 is invariant under G. Assuming
this condition, we can show the tightest condition derived
from only one nonsymmorphic operation G. For simplicity,
we consider the system consisting of L1 × L2 × L3 unit cells
on a 3D torus (i.e., impose the periodic boundary conditions
r ∼ r + Lμaμ for μ = 1, 2, 3).

We take the smallest reciprocal lattice vector k̃1 left in-
variant by G, i.e., Gk̃1 = k̃1 and k̃1 generates the invariant
sublattice of the reciprocal lattice along k̃1. We insert a flux
on a torus by introducing a vector potential A = k̃1/L1. Since
the magnetic flux reaches a multiple of 2π after this process
because k̃1 is a reciprocal lattice vector, the Hamiltonian of
the system becomes equivalent to the initial one. This happens
precisely when the Hamiltonian is obtained from the original
Hamiltonian with a large gauge transformation. The large

gauge transformation to remove the inserted flux is

Uk̃1
= exp

[
i

L1

∑
r

k̃1 · rI0(r)

]
. (D7)

Since A is left invariant under G, the inserted flux does not
change the eigenvalues of G. Thus, this phase factor due to
the large gauge transformation alone gives the change of the
eigenvalue of G for |ψ〉 in the flux insertion process. On the
other hand,

G−1Uk̃1
G ∼ Uk̃1

e−(2π i�G(k̃1 )nL2L3/N ), (D8)

where �G(k̃1) = α · k̃1/(2π ). For an unremovable glide or
screw symmetry, this phase factor has to be fractional [81]
We can show that if �G(k̃1) is an integer, then this non-
symmorphic operation is removable, i.e., can be reduced to
a point-group operation times a lattice translation by change
of origin [80]. Thus, if we write �G(k̃1) = p/SG with p,SG

relatively coprime, we can show a tighter bound for the filling
constraint to get a featureless Mott insulator without ground-
state degeneracy because SG > 1. In fact, to get a featureless
Mott insulator, pnL2L3/(NSG) must at least be integer. How-
ever, if we choose L2 and L3 relatively prime to NSG, n has
to be a multiple of NSG.

If n is not a multiple of NSG for some nonsymmorphic
operation G, this means the existence of degenerate ground
states with a different eigenvalue of G, i.e., implies the exis-
tence of gapless excitations or a gapped topological order if
the symmetry G is not broken. For example, in the case of the
SU(4) Heisenberg model on the hyperhoneycomb lattice, n =
4, and the system can be trivial with respect to the translation
symmetry. However, the space group of the hyperhoneycomb
lattice includes some nonsymmorphic operations, such as one
glide mirror with SG = 2. If we assume that nonsymmorphic
symmetries are unbroken, the resulting QSOL (a possible
symmetric ground state) cannot be a trivial featureless Mott
insulator. Thus, we can say this QSOL is protected by the
nonsymmorphic space-group symmetry of the lattice and can
be called a XSOL.

We note that as for the lattice (10,3)-d, it is not enough to
consider only one symmetry operation and one has to consider
the interplay of multiple nonsymmorphic operations [78]. The
derivation of the tightest bound for all 157 nonsymmorphic
space groups with SU(N ) symmetry is outside of the scope
of this paper. A nonsymmorphic symmetry sometimes ex-
changes the bond label, and then it only exists when Jγ obeys
some condition. In this limited case, the generalized LSMA
theorem only applies in some parameter region defined by this
condition.

APPENDIX E: EXAMPLES OF
TRICOORDINATED LATTICES

The flux configurations for the 3D tricoordinated lattices
listed in Table I can be treated similarly to the Kitaev models
on tricoordinated lattices [5,45] except for the difference in
the gauge group. Following Kitaev [5], we use terminology of
the lattice gauge theory. The link variables Ui j are Hermitian
and unitary (in this case) 4 × 4 matrices defined for each bond
(link) 〈i j〉 of the lattice. Each link variable depends on its type
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TABLE II. Flux value of tricoordinated lattices. Only the flux
value for the shortest elementary loops is shown here. We also
include O’Keeffe’s three-letter codes [82,83].

Wells’ Lattice O’Keeffe’s Minimal Flux
notation name code loop length value

(10,3)-a hyperoctagon srs 10 zero flux
(10,3)-b hyperhoneycomb ths 10 zero flux
(10,3)-d utp 10 zero flux
nonuniform 82.10-a lig 8 π flux
(8,3)-b hyperhexagon etb 8 π flux
nonuniform stripyhoneycomb clh 6 π flux
(6,3) 2D honeycomb hcb 6 π flux

(color) of the bond as

Ui j =

⎧⎪⎨
⎪⎩

U a = τ y ⊗ I2 (〈i j〉 ∈ a)

U b = −τ x ⊗ σ z (〈i j〉 ∈ b)

U c = −τ x ⊗ σ y (〈i j〉 ∈ c),

(E1)

where τ and σ are independent Pauli matrices, following
the original gauge (basis) used in Sec. III B. The bond type
abc is determined from which plane this bond belongs to in
the same way as α-ZrCl3. We note that in the 3D case we
actually have six types of bonds with additional ±1 factors, so
Ui j = ±U a, ±U b, ±U c, depending on a detailed structure of
the bond 〈i j〉. This comes from the spatial dependence of the
sign of the wave functions of the d orbitals. These additional
±1 factors can simply be gauged out as described in Ref. [1].

To find a gauge transformation to get an SU(4) Hubbard
model, we have to check that every Wilson loop operator is
Abelian. In an abuse of language, each Wilson loop will be
called flux inside the loop. We regard a Wilson loop operator
I4 as zero flux, and −I4 as π flux. To get a desired gauge
transformation, it is enough to show that the flux inside every
elementary loop C is Abelian,∏

〈i j〉∈C

Ui j = ζCI4, (E2)

with some phase factors |ζC | = 1.

Since U 2
i j = I4, not all fluxes are independent. In the case

of a Z2 gauge field, the constraints between multiple fluxes
are called volume constraints [45]. However, due to the non-
Abelian nature of the flux structure, it is subtle whether they
apply. Fortunately, the above U α (α = a, b, c) obeys the fol-
lowing anticommutation relations:

{U α,U β} = 2δαβI4. (E3)

This algebraic relation proves the product of the fluxes of
the loops surrounding some volume must vanish (volume
constraints). Moreover, we can easily show that if every bond
color is used even times in each loop, which is a natural con-
sequence for the lattices admitting materials realization, the
flux inside should always be Abelian with ζC = ±1. Actually,
every lattice included in Table II obeys this condition, so we
have already proven all of them have an Abelian flux value.

The remaining subtle problem is which flux these elemen-
tary loops have, zero flux or π flux. To check this, we need
to investigate every loop one by one. To calculate every flux

FIG. 6. Part of (10,3)-a. All six elementary loops [84] are high-
lighted by yellow surfaces. Loops (a)–(d) are related by the fourfold
screw rotation and loops (e) and (f) are again related by the same
symmetry.

value systematically, we often use space-group symmetries to
relate two elementary loops, even though the system is in the
strong spin-orbit coupling limit. We note that the threefold
rotation symmetry of the xyz axes of the Cartesian coordinate
is not clear in the original gauge in Sec. III B. This symmetry
is important for some 3D models, although the spin quantiza-
tion axis along the (111) direction will make this symmetry
explicit. We have checked all the elementary loops in the
tricoordinated lattices listed here. In most cases, elementary
loops of the same length have the same flux due to some
symmetry. Only the flux value for the shortest elementary
loops is shown in Table II.

1. (10,3)-a

First, nonsymmorphic symmetries are useful to determine
the flux value because nonsymmorphic transformations of-
ten do not change the bond coloring and effectively reduce
the number of elementary loops. As a concrete example, we
take the hyperoctagon lattice (10,3)-a to show its usefulness.
(10,3)-a has six elementary loops of length 10 [84], and four
of them are related by the fourfold screw rotation symmetry
[see Figs. 6(a)–6(d)]. This fourfold screw exchanges the b
bonds for the c bonds, but this will not affect the flux value if
the flux is Abelian because the choice of the xyz axes and its
chirality is arbitrary. The remaining two elementary loops [see
Figs. 6(e)–6(f)] accidentally have the same coloring as they
are related by the screw symmetry. Therefore, it is enough to
check only two elementary loops, (a) and (e):

U cU aU cU aU bU aU cU aU cU b = I4, (E4)

U bU aU bU aU cU aU bU aU bU c = I4. (E5)

From the above symmetry arguments or from volume con-
straints, we can conclude that all six elementary loops (of
length 10) in (10,3)-a have zero flux. This result agrees
with the fact that this zero-flux configuration is the unique
Z2 flux configuration that obeys all lattice symmetries of
(10,3)-a [45].
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FIG. 7. Part of (10,3)-b including four loops forming a volume
constraint. Two elementary loops with different coloring patterns are
highlighted by yellow and cyan surfaces, respectively.

2. (10,3)-b

Among various point-group symmetries, the inversion
symmetry of the lattice is the most useful. As is the case in the
honeycomb lattice, if an elementary loop has an inversion cen-
ter, then the flux inside this loop becomes the square of some
Pauli matrices times a complex number, which actually only
takes 1, i,−1,−i. Therefore, the existence of an inversion
center automatically proves that the flux is Abelian and should
be 0 or π. This is an alternative proof that a non-Abelian flux
vanishes on some lattices. This applies, for example, to the
hyperhoneycomb lattice (10,3)-b. All four elementary loops
of length 10 (10-loops) have an inversion center, making the
direct calculation easier. We can classify these four 10-loops
into two pairs, where two loops are related by the glide mirror
symmetry with the same coloring pattern for each pair. There-
fore, it is enough to check two loops, shown in the yellow and
cyan surfaces, respectively, in Fig. 7:

U bU cU aU cU aU bU cU aU cU a = I4. (E6)

U aU cU bU cU bU aU cU bU cU b = I4. (E7)

Therefore, all four elementary loops in (10,3)-b have a zero
flux.

3. (10,3)-d

The structure of (10,3)-d is related to (10,3)-a because
they share the same projection onto the (001) plane, the 2D
squareoctagon lattice. Due to the difference in the chiralities
of the square spirals, the unit cell is enlarged in (10,3)-d and
possesses eight elementary loops (of length 10) per unit cell.

Since this lattice does not allow any 120º configuration,
we cannot simply decide the bond coloring. If we take the
most symmetric bond coloring discussed in Ref. [76], then the
calculation becomes simple. We can divide eight elementary
loops of length 10 into two types. Four type-A loops spiral up
the octagon spiral and then spiral down the square spiral [see
Fig. 8(a)]. All four type-A loops are related by the inversion
symmetry or the twofold screw rotation symmetry (the com-
bination of them is the glide mirror symmetry) and thus have
the same flux. Four type-B loops spiral up the square spiral
and then spiral down the nearest-neighbor square spiral [see
Fig. 8(b)]. Four type-B loops are related by the twofold screw
rotation symmetry or by the glide mirror symmetry and have
the same flux. Thus, it is enough to check one for each type:

U bU cU aU cU aU bU aU cU aU c = I4. (E8)

U bU aU bU aU cU bU aU bU aU c = I4. (E9)

FIG. 8. Part of (10,3)-d. (a) One of the type-A loops highlighted
by the yellow surface. (b) One of the type-B loops highlighted by the
yellow surface.

The direct calculation tells us that the hopping model is in a
zero-flux configuration.

4. 82.10-a

82.10-a is nonuniform but Archimedean. Therefore, each
site is included in the two types of elementary loops, some of
length 8 and others of length 10. The unit cell includes two
elementary loops of length 8 (8-loops) [see Fig. 9(a)] and four
elementary loops of length 10 (10-loops) [see Fig. 9(b)]. It
is enough to check one of the 8-loops and one of the 10-loops
because all the elementary loops of the same length are related
by the fourfold screw rotation symmetry:

U aU cU bU cU aU cU bU c = −I4. (E10)

U cU aU bU aU bU cU aU bU aU b = I4. (E11)

Therefore, all the 8-loops have a π flux and all the 10-loops
have a zero flux. We note that the hopping model in this π -flux
configuration does not break the original translation symmetry
[76].

5. (8,3)-b

The hyperhexagon lattice (8,3)-b has three elementary
loops of length 8, and they are related by the threefold ro-
tation symmetry changing the xyz axes, as shown in Fig. 10.
Therefore, it is enough to check only one of them. The direct
calculation tells us that it has a π flux:

U aU cU bU cU aU cU bU c = −I4. (E12)

Therefore, (8,3)-b is in the π -flux configuration. We note
that there is another elementary loop of length 12, but the

FIG. 9. Part of 82.10-a. (a) The two 8-loops are shown by yellow
surfaces. They are related by the fourfold screw rotation symmetry.
(b) One of the four 10-loops is shown by the yellow surface. The
rest are produced by applying the fourfold screw rotation around the
square spiral.
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FIG. 10. Part of (8,3)-b. All three elementary loops of length 8
are highlighted by yellow surfaces. They are related by the threefold
rotation symmetry.

flux value is immediately determined to be zero due to the
accidental fourfold symmetry of the coloring. It is worth
mentioning the hopping model in this π -flux configuration
does not break the original translation symmetry, and thus the
LSMA theorem applies as it is to the π -flux SU(4) Hubbard
model as well as the SU(4) Heisenberg model.

6. Stripy honeycomb lattice

The stripy honeycomb lattice is nonuniform, so the length
of the shortest elementary loops differs in space. Every ele-
mentary loop of length 6 is the same as the honeycomb, and
thus has a π flux. The structure includes two types of the

FIG. 11. Part of the stripy honeycomb lattice. (a) A loop of length
14 is highlighted. (b) A pair of loops of length 12 are highlighted.
They are related by the inversion symmetry (or the volume con-
straint) and thus have the same flux.

π -flux hexagons aligning in different planes [85]. In addition,
there exist a long loop of length 14 (14-loop) and a twisted
loop of length 12 (12-loop) (see Fig. 11). These four types of
elementary loops are enough to determine the flux values.

One 14-loop shown in Fig. 11(a) has a zero flux because

U aU cU aU bU cU bU cU aU cU aU bU cU bU c = I4. (E13)

One 12-loop shown on the right-hand side of Fig. 11(b)
also has a zero flux because

U aU bU cU aU bU cU bU aU cU bU aU c = I4. (E14)

There are many other tricoordinated lattices not discussed
in this paper, so it is future work to determine the flux values
for all the possible tricoordinated lattices.
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