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Vortex structure of excitation fields in a supercooled glass-forming liquid
and its relationship with relaxations
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In the framework of the dynamic facilitation model, a glass former is structured with local cooperative
excitations in space and time when approaching the glass transition, which is closely related to dynamic
relaxations. We investigate the structure of excitation fields in supercooled Cu50Zr50 glass former, and reveal that
the excitation fields feature the vortexlike structure beyond the well-known stringlike excitations. The vortex
is developed from the stringlike excitations and frequently annihilates via the interactions between vortex and
antivortex. The region favored by vortices exhibits percolationlike morphology. We find that the probability
distributions of vortex core number are characterized by the discrete multiple mode, which is very analogous to
the quantized mode of the slow-β type relaxation. Furthermore, the relaxation time derived from the formation
rate of vortices as well as the corresponding activation energy coincide with the characteristic values of the
slow-β relaxation in metallic glasses. Therefore, it is concluded that the vortex excitation is the origin of the
slow-β relaxation in dynamic space. We further find that the activation energy and relaxation time associated with
individual excitations agree well with the Johari-Goldstein β relaxation. It manifests a more intrinsic structural
sign of the Johari-Goldstein β relaxation than the interpretation based on stringlike excitations.
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I. INTRODUCTION

Supercooled glass-forming liquids exhibit more complex
dynamic behaviors than simple liquids. The structural relax-
ation (α-relaxation) time is found to diversely increase upon
approaching the glass transition for different glass formers.
Angell thus classified supercooled liquids into “strong” and
“fragile” based on the temperature dependence of structural
relaxation or viscosity [1–3]. The strong glass formers refer to
the liquids with the Arrhenius-type temperature dependence,
and the fragile liquids refer to those with the super-Arrhenius
behavior. The divergence of the relaxation time of fragile glass
formers is empirically fitted by the Vogel-Fulcher-Tamman
law (VFT), τα = τ0 exp[DT0/(T − T0), where the parameter
D provides a good measurement of the deviation from the Ar-
rhenius behavior, or fragility [1,4]. The structural relaxation is
contributed to the calorimetric glass transition, a process from
the supercooled liquid state to the nonequilibrium glass state
[5,6]. In the past several decades, extensive experimental and
numerical studies have proved the existence of secondary re-
laxation processes hidden in the structural relaxation through
the glass transition [7–11]. The dynamics of glass-forming
liquids in fact covers multiple time- and space scales, and its
comprehensive understanding is a key issue in glassy physics.

The diversity of relaxation behaviors reflects the dynamic
heterogeneity, the spatiotemporal fluctuation of dynamics,
which was argued to be a critical-like phenomenon [12,13].
Microscopically, the dynamic heterogeneity manifests the
coexistence of immobile and mobile atomic regions. The
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mobile dynamics close to Tg was suggested to be dominated
by the jump event, a sudden hopping of particles after the
long-time vibration around well-defined positions [14,15].
The cage-jump motion of single particles provides a micro-
scopic perspective on the macroscopic dynamics of glassy
systems: the cage time (the time interval between two suc-
cessive jumps) and persistent time (the waiting time before
the first jump) scaled by the mean-squared jump length were
found to be related to the timescales of structural relaxation
and diffusion motion [16]. Furthermore, the coexistence of
two dynamic phases associated with the two characteristic
timescales were observed in a short timescale, which hints at
the microscopic origin of the Stokes-Einstein breakdown in
supercooled liquids [17,18]. Despite the attempt based on the
single-particle dynamics, the macroscopic dynamics of glass
and supercooled liquids is more frequently interpreted as a re-
sult of cooperative motions in many theoretical models. Adam
and Gibbs have proposed that there are collective particle
arrangement regions with a cooperative way in dynamically
heterogeneous liquids, the so-called “cooperatively rearrang-
ing regions (CRRs),” and the length scale of CRRs grows
when approaching the glass transition [19–21]. The idea of
CRRs is analogous to the definition of mosaic state within the
context of the random first-order transition (RFOT) theory, an
ordered microscopic separated state whose length scale grows
upon supercooling [22,23]. Computer simulations and exper-
iments have revealed that the shape of CRRs changes from
being stringlike in the relatively high-temperature region to
being more compact near Tg [24,25]. This change corresponds
to a crossover from activated to nonactivated dynamics.

The stringlike cooperative manner is consistent with the
representation of dynamic facilitation (DF) theory. Computer
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simulations have suggested that an excitation event tends
to facilitate its neighbors to move simultaneously, forming
a stringlike morphology [26–28]. In the framework of DF
theory, sparse or mobile domains are defined as defects in
glass-forming liquids [12,29]. These defects can facilitate
the excitation of their neighbors, forming excitation lines
or strings that surround immobile regions. The slowdown
of structural relaxation upon the glass transition was thus
explained as the reduction of excitation concentrations so
that the immobile region takes longer time to relax. How-
ever, it was argued that the cooperative stringlike excitations
were the structural origin of the Johari-Goldstein secondary
(β) relaxation [30]. Besides the β-relaxation process, re-
cent experiments and numerical simulations have reported
an intermediate timescale relaxation process between α- and
β relaxation, the so-called slow-β relaxation, which was
similarly attributed to the cooperative excitations [31,32].
These inconsistent explanations based on cooperative excita-
tions imply that understanding multiscale relaxation processes
within the framework of the facilitated excitation is still an
open question. In this work, we investigate the structure
of excitation fields in a metallic glass-forming liquid using
molecular-dynamics (MD) simulations. We reveal that the
excitation field has well-structured vortices. The probability
distribution of vortex number exhibits the multiple hierarchi-
cal modes, and it is proved to be the structural origin of the
slow-β relaxation process. We further clarify that the indi-
vidual excitations are responsible for the Johari-Goldstein β

relaxation irrespective of its cooperative manner.

II. COMPUTATIONAL METHODS

A. Molecular-dynamics simulations

MD simulations were used to study the dynamics of su-
percooled Cu50Zr50 liquid. A bulk system consisting of N =
4000 atoms was relaxed for 2 ns at T = 1800 K to pro-
duce the equilibrium liquid. The system was then quenched
in isothermal-isobaric ensemble with a cooling rate of 1 ×
1010 Ks–1, i.e., a relaxation of 2 ns per 20 K until the glass
transition occurs. The calorimetric glass transition tempera-
ture is approximately Tg = 660 K, which is evaluated by the
variation of enthalpy with temperature. The trajectories were
sampled in the temperature range from 800 to 680 K after a
waiting time of tw = 100 ns at each temperature. The atomic
interactions were calculated by using the embedded atom
method potential [33]. We calculated the overlap between
configurations at tw and tw + t ,

C(t, tw ) = 1

N

N∑
i=1

�(a − |ri(tw + t ) − ri(tw )|), (1)

where �(x) is the Heaviside function and a = 1.0 Å [34,35].
The relaxation time τ (tw ) is obtained by fitting the en-
semble average 〈C(t, tw )〉 to the Kohlrausch-Williams-Watts
law, A exp[−(t/τ )β], where β is the stretching exponent. In
simulations, 200–300 independent relaxation processes were
sampled at each temperature for sufficient statistics. The
periodic boundary conditions were employed in the three di-
mensions and the MD time step was 1 fs.

B. Analysis method for excitation fields

We classify atomic motions in supercooled liquids into two
categories: jump and move. A jump means the rapid jump
motion of a particle after long-time vibrations in the neigh-
bors’ cage, which can be directly confirmed from the squared
displacements of individual atoms by MD simulations [36].
Here, using the time coarse-grained position of atoms, r̄i(t ),

r̄i(t ) = 1

�t

∫ �t

0
ri(t + t ′)dt ′, (2)

where �t is the time window, a jump event is identified when
the moving distance between two subsequent time windows
is larger than the cage size that is defined as three times the
Debye-Waller (DW) factor. The DW factor is approximated to
the value at the inflection point in the mean-squared displace-
ment curve, positively depending on temperature [36,37]. The
time coarse-graining procedure is used to improve the tem-
poral resolution by smoothing the thermal noise. The value of
�t was suggested to have only a small influence on the single-
particle dynamics [38]. In general, a small �t is favored (it
should be much smaller than the waiting time between two
successive jump events to avoid missing jumps), and on the
other hand, the time window should comprise sufficient trajec-
tory points. In the present simulation, the value of �t = 40 ps,
comprising 80 trajectory points, is used in all the cases, which
is allowed to well capture the jump events approaching the
glass transition. A jump is defined as an excitation event, and
the excitation vector, ji for atom i is then given by

ji(t ) = r̄i(t + �t ) − r̄i(t ). (3)

The excitation vector for caged atoms is approximately
zero. All the excitations taking place in an observation time
tobs constitute an excitation field. We divide the simulation
cell into M = 28 × 28 × 28 grids, and average the excitation
vectors in each grid. Then the excitation field is represented by
Jk = ∑

t<tobs

∑
i∈k ji(t ), where k = 1, 2, . . . M. Here we focus

on the vortex analysis of excitation fields. By calculating the
curl of the excitation field, the vorticity ω is given as

ωx = ∂Jz

∂y
− ∂Jy

∂z

ωy = ∂Jx

∂z
− ∂Jz

∂x

ωz = ∂Jy

∂x
− ∂Jx

∂y
. (4)

To analyze the number of vortex as well as its distribution,
the vortex core should be identified. We use the Q criterion to
find vortex cores in excitation fields [39]. The parameter Q is
defined as

Q = 1
2 (‖	2‖ − ‖S2‖), (5)

where 	 is the vorticity tensor, 	i j = 0.5(∂Ji/∂r j + ∂Jj/∂ri ),
and S is the rate-of-strain tensor, Si j = 0.5(∂Ji/∂r j −
∂Jj/∂ri ), (i, j = x, y, z). A vortex core is identified when
Q > 0.1 in this work. The observation time tobs is set as 1.6 ns,
which covers 40 time windows. This value can ensure the
observation of stable excitation fields.
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FIG. 1. Typical structures of collective excitation events. (a) Stringlike excitation; (b) looplike excitation; and (c) collision of stringlike
excitations.

III. RESULTS AND DISCUSSION

A. Structure of excitation fields in supercooled Cu50Zr50 liquid

The contributions of “jump” and “move” motions to the
relaxation dynamics differentially depend on temperature. In
the equilibrium liquid state and low supercooling region, the
jump and move rates, the event number observed per unit
time, are very close. They were believed to jointly contribute
to the structural relaxation. The jump events were found to
be strongly suppressed but their time-spatial correlation sig-
nificantly increases when the temperature is reduced below
the critical temperature of mode-coupling theory, Tc [14,26].
In this region, jump excitations were suggested to be associ-
ated with the secondary relaxation. Our analyses of excitation
fields in this work are performed mainly in the temperature
range of Tc–Tg (approximately 800–660 K for Cu50Zr50 glass
former) to explore the relation between the structure of exci-
tation fields and the secondary relaxation.

There are three types of excitation events, depending on
the time-space correlation. The first one is the independent
excitation, which occurs randomly in the observation time.
This excitation is massively observed in high-temperature
regime and becomes rare upon approaching the glass transi-
tion. The second one is the successive excitation of the same
atom, and it is time correlated. The third one is the space-
correlated excitation: an excitation facilitates its neighbors to
excite cooperatively as described in the DF theory. The last
two excitation events dominate the excitation field near the
glass transition. We have demonstrated that jumps at high
temperatures are mostly activated thermally but those in the
relatively low-temperature regime are driven by stress which
is related to the existence of sparse zones as described in the
free-volume model [40,41].

In contrast to the random distribution of independent
excitations at high temperatures, the space-time correlated
excitations are often assembled into excitation clusters with
special spatial structure, which becomes more pronounced
when approaching Tg. Figure 1 shows three typical cluster
structures. Stringlike cluster is the most common one in them,
as shown in Fig. 1(a). It is noted that a long string is usu-
ally not assembled in several successive time windows; more

possibly, its growth pauses for a while and then continues.
The stringlike structural arrangements have been widely con-
firmed in various glassy systems and been regarded as the
intrinsic feature of CRRs in the intermediate supercooling
regime [24,25,30]. In few cases, the stringlike excitation is
developed into a loop, as shown in Fig. 1(b). The loop size
ranges from three to ten single excitations and does not show
the temperature dependence. Once the excitation loop forms,
the extension of strings is terminated. Some strings are found
to collide and birth new strings, as shown in Fig. 1(c), which
can change the extension direction of stringlike excitations.

Beyond the local structure of excitations in space and time
as displayed in Fig. 1, we extend the observation time to
40 time windows (1.6 ns) and find that some turbulent re-
gions connected by strings exist in excitation fields, as shown
in Fig. 2(a). These turbulent regions actually are originated
from strings or loops, and they frequently come forth and
disappear but never die. Like the stringlike excitation, the
turbulent excitation is one of intrinsic structures in excitation
fields. The turbulent excitation regions are analogous to the
percolationlike CRRs predicted by the thermodynamic model
based on RFOT [20], where the compromise between the cost
of localizing an atom, T Sc(Sc is the configurational entropy)
and the interfacial free-energy gain determines the CRR shape
[24,42]. The stable shape was suggested to become more
compact at low temperatures, which is consistent with the
present results that more turbulent regions form near Tg.

Here we focus on the structure of excitation flows. The
turbulent excitation domains display the vortex characteristic
to some extent. To check the vortex distribution, we search
the underlying vortex cores using the Q criterion as described
in Sec. II B. Figure 2(b) shows a typical turbulent domain and
the red balls indicate the positions of vortex cores (the ball size
depends on the value of Q parameter). It is clear that the tur-
bulent domain is structured with vortices. The large turbulent
domain is composed of multiple excitation loops and strings,
displaying pronounced vortex structure. The excitation field
thus can be described as a vortex field. Figure 3 shows the
contour of the x component of vorticity as well as its evolution
with time at T = 680 K. A variety of vorticity regions with
different signs are distributed in vortex fields, and the positive
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FIG. 2. Vortex structures in excitation fields. (a) An excitation field observed in 1.6 ns at T = 680 K. (b) A representation of typical vortex
topology. The red balls indicate the locations of vortex cores identified by the Q criterion and the ball size is scaled by the Q value.

vorticity domains (vortex) are generally coupled with negative
ones (antivortex), as exhibited in Fig. 3(a). Such vortex struc-
ture is not static; the positive and negative vorticity regions
can interact with each other, resulting in the annihilation of
vortices [Figs. 3(b)–3(e)]. Meanwhile, new vortices are cre-
ated elsewhere, and ultimately the stable field characterized by
the constant formation rate of vortices, the number of vortices
formed per unit time, is expected. Our simulations confirm
that the stable vortex field is available in the observation time
of tobs = 1.6 ns due to approximately constant formation rate
given longer tobs. Despite the homogeneous distribution of
vortices in time, the spatial distribution shows a preference.
We mark all the spatial regions that vortex cores have visited
over a long observation time of 5 ns, as shown in Fig. 4.
The regions favored by vortices look like the percolationlike
CRRs; the intervortex zones indicate the inactive regions that
cannot effectively trigger the formation of vortices.

B. Relationship between vortex and relaxation dynamics

1. Relaxation characteristics in supercooled Cu50Zr50 liquid

The excitation events are closely related to the relax-
ation dynamics. The DF theory predicts that the structural
relaxation is determined by the size of excitation regions.
The inactive regions relax relying on the excitation strings
surrounding them: the smaller the spatial extension of ex-
citations, the slower the inactive regions relax. Numerical
simulations have claimed that the length-scale fluctuation of
excitation strings is in accord with the structural relaxation
[21]. However, we also note the argument that the string-
like excitation is the structural origin of the Johari-Goldstein
β relaxation [28,43]. Obviously, the relation between the
relaxation dynamics and the excitation structure remains a
controversial issue. Here we aim to reveal the role of exci-
tations with different structures in relaxations.

FIG. 3. Vorticity contour of excitation fields along the x direction. (a) A slice of the vorticity contour diagram. It shows the coupling of
vortices and antivortices; (b)–(e) show the annihilation of an antivortex indicated by the white arrow. The color is scaled by the vorticity along
the x direction, ωx, defined in Eq. (4).
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FIG. 4. Spatial distribution of vortex cores in the observation
time of 5 ns at T = 680 K.

We used the configurational overlap function [Eq. (1)]
to measure the relaxation time. Our previous studies have
revealed that the distributions of relaxation time, which are
sampled from massive independent trajectories close to Tg,
do not follow the single mode, but show multiple discrete
Gaussian-type mode, namely quantized relaxation mode [44].
This relaxation behavior resembles the multiple anelastic re-
laxation phenomenon observed in Al-based metallic glasses
[45,46], and is also analogous to the multiple decays in the

enthalpy recovery processes of a Au-based metallic glass
[31]. In the present work, we further check the distribution
of relaxation time up to high-temperature region, and find
that distinct quantized relaxation effect appears when T <

800 K, approximately Tc. Figure 5 shows the distributions of
relaxation time with decreasing temperature, where more than
200 independent relaxation processes were sampled at each
temperature. The relaxation time distribution shifts to the slow
dynamic region in a whole as accompanied by more slow re-
laxation modes are activated when approaching Tg. The fastest
relaxation mode has the highest visiting probability and then
the probability decreases approximately following a stretched
exponential function,∼ exp[−(ti/τ )β] towards slower modes,
where ti is the relaxation time corresponding to the peak value
of the ith mode and τ is the average relaxation time. Our
studies have reported that the probability distribution depends
on the waiting time or aging time at a given temperature
[42]. As the supercooled melt is relaxed to the equilibrium
state, the exponent β decays to zero, suggesting the identical
visiting probability for various relaxation modes. From the
viewpoint of the energy landscape theory, each relaxation
mode maps a minimum in the potential energy landscape
(PEL). The distributions of these PEL minima are hierarchical
and the relaxation time actually reflects the average effect of
various minima. When the supercooled liquid is relaxed into
equilibrium states, the difference in quantity between various
minima is eliminated and the configurational entropy reaches
the maximum.

FIG. 5. Multimode distributions of relaxation time. (a) T = 800 K, (b) T = 780 K (c) T = 720 K, and (d) T = 680 K. Each distribution is
achieved via 200–300 independent relaxation processes after tw = 100 ns.
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FIG. 6. Average relaxation time as a function of the inverse of
temperature. The down and upper half open symbols denote the
average relaxation times corresponding to the fastest and the slowest
relaxation modes, respectively. The open diamond symbols are the
relaxation time, 〈τV 〉 derived from the formation rate of vortices, and
the cross symbols are relaxation time, 〈τJ〉 for individual excitations.
The solid line is the average value over all the relaxation modes.
The dashed lines are fits to the Arrhenius law for the fastest and
slowest mode. The solid symbols are the average relaxation time in
800–1000 K.

Based on the quantized relaxation dynamics, we calculate
three average relaxation times: the average relaxation time for
the fastest mode, the slowest mode, and the overall relaxation
time. Figure 6 shows the relaxation time as a function of the
inverse of temperature. To have a clear view of the change
of temperature dependence, the average values ranging from
1000 to 800 K are also provided. The most remarkable char-
acteristic is that all the three average relaxation times obey
the Arrhenius increase with decreasing temperature down to
Tg. However, they strongly deviate from the extrapolation of
the high-temperature Arrhenius behavior of relaxation time.
The deviation cannot well be described by the VFT. We use
the Arrhenius law, τ = A exp(�E/kBT ), to fit the relaxation
time in the low-temperature region independently and ob-
tain the effective activation energies, �E = 285.8, 226.6, and
251.3 kJ mol–1 for the slowest, fastest modes, and the overall
case, respectively. Obviously, the activation energy rises as the
relaxation shifts to higher (slower) modes. A primary ques-
tion we have to face is how to define the present relaxation
behavior. The activation energies of the quantized relaxation
mode are much larger than the value of the well-known Johari-
Goldstein β relaxation, 142.7 kJ mol–1 (∼26RTg, where R is
the gas constant) [47,48], and thus they are not characterized
by the Johari-Goldstein β relaxation. On the other hand, the
present relaxation processes do not show the divergence when
approaching the calorimetric glass transition temperature, and
therefore, they differ from the structural relaxation that is
responsible for glass transition. We note that the stress relax-
ation experiments have found that the secondary relaxation of
metallic glasses below Tg is decoupled into a fast and a slow
mode [8]. The slow mode follows the Arrhenius law with the

activation energy of 51.7RTg [8], which is much larger than
the Johari-Goldstein β-relaxation process. The similar slow
Arrhenius-type relaxation processes were also reported in en-
thalpy recovery experiments [31], and they were classified
into a new branch of β relaxation featuring slower timescale,
namely slow-β relaxation [31]. In view of the glass transition
temperature in simulations (Tg ≈ 660 K), the present activa-
tion energy is approximately in the range of 41.3 ∼ 52.1RTg,
which coincides with the slow-β relaxation mentioned above.
Therefore, the quantized relaxation is identified as the slow-β
relaxation process.

The quantized relaxation behavior would be influenced
by aging. We have proved that increasing tw activates more
slow relaxation modes, and meanwhile the relaxation spec-
trum shifts to the long-time regime, leading to approximately
sublinear increase of the average relaxation time [44]. Here we
further examine the influence of aging on the relaxation time
spectra over a wider temperature range above Tg at tw = 1 ns.
The relaxation time of the slowest and the fastest mode as well
as the overall value are found to still follow the Arrhenius law
but the activated energies are decreased to 254.0, 205.2, and
243.2 kJ mol–1, respectively [36]. It is clear that long aging
process slows down the relaxation behavior and the activation
becomes more difficult with decreasing temperature, which
may be connected to more complex structural rearrangement
required by the low-temperature relaxation. In the following
section, we will give an explanation of slow-β relaxation pre-
sented in this work from the view of the structure of excitation
fields.

2. Vortex-determined relaxation

To check the relation between the quantized relaxation
behavior and the vortex structure of excitation fields, we
analyze the distribution of the vortex core number covering
200 independent excitation fields observed in a time interval
of 1.6 ns each. Figures 7(a)–7(c) show the probability dis-
tributions at different temperature. Similar to the quantized
relaxation presented in Fig. 6, the formation of vortices in
excitation fields follows a multiple-mode manner. With de-
creasing temperature, the size of vortices, namely the number
of excitations involved in a vortex, is reduced companied by
the emergence of more vortex modes. More importantly, the
visiting probabilities increase with shifting to the higher-order
modes (more vortex cores), which is against the distribution
of relaxation time that decreases toward high-order modes. In
each mode, we find that the distribution of Q values follows a
nontrial distribution: although the vortex core number seems
to have an approximately exponential decrease with increas-
ing Q [Fig. 7(d)], the decay is actually accompanied by weak
fluctuations [inset in Fig. 7(d)]. It suggests that there are some
characteristic vortex structures favored by excitation fields.

The formation rate of vortices, υc, reflects the formation
ability of vortices in excitation fields analogous to the nu-
cleation rate in crystallization. Figure 8 shows the average
formation rate of vortices as a function of temperature (left
axis). It decreases following an Arrhenius law with temper-
ature, and the effective activation energy of vortices, DEV,
is 237.5 kJ mol–1. This value is close to the average activa-
tion energy of slow-β relaxation shown in Fig. 6. Given a
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FIG. 7. Statistic distributions of vortex core number at tw = 100 ns. (a) T = 780 K, (b) T = 740 K, and (c) T = 680 K. (d) shows the
probability distribution of Q values at 680 K. The inset is the magnification to illustrate the fluctuation of Q values.

relaxation process associated with the formation of vor-
tices, the time quantity 〈τV 〉 = υ−1

c is expected to serve
as the timescale featuring the relaxation of vortex struc-
ture. The open diamond symbols in Fig. 6 show the values
of 〈τV 〉, which well match the average relaxation time
of the slow-β process. Considering these agreements, we
confirm that the formation of vortices is responsible for
the slow-β relaxation process; in other words, the vor-
tex is the origin of slow-β relaxation in dynamic space.
In the case of tw = 1 ns, the activation energy of vor-
tices is reduced to 210.6 kJ mol–1 [36]. It qualitatively
agrees with the decrease in the activation energy that is di-
rectly deduced from the relaxation time as tw decreases to
1 ns. Therefore, the influences of aging on the relaxation time
and the formation of vortices are in line with each other.
In addition, by comparing Fig. 5 with Fig. 7, the favored
excitation field is characterized by faster relaxation mode,
and meanwhile, has more vortices. This correspondence is
consistent with the prediction of DF theory.

As for the stringlike structure, its role in relaxation dynam-
ics seems more complex. The correlated length of stringlike
motions was argued to grow accompanied by the slowdown
of structural relaxation, and on the other hand, the timescale

was found to coincide with the Johari-Goldstein β relaxation
[29,30]. If putting this contradiction aside, we wonder whether
the individual excitations differ with collective modes, in
other words, whether the individual excitation events involved
in a vortex are easier than that in a string. We define the
excitation rate as υ j = Nj/N0tobs, where Nj is the excitation
number in observation time tobs, and N0 is the total number
of atoms. Figure 8 shows that the excitation rate has the
Arrhenius-type decrease when approaching Tg (right axis),
suggesting that the mechanism of individual excitations as-
sociated with string and vortex has no significant difference.
The activation energy of individual excitations, DEJ is approx-
imately 140.2 kJ mol–1, which well agrees with the reported
value of the Johari-Goldstein β relaxation in metallic glasses
(142.7 kJ mol–1). In the case of tw = 1 ns, the activation en-
ergy is reduced to 133.4 kJ mol–1 [36]. On the other hand, if
the individual excitation is indeed related to the β relaxation,
the time defined by the excitation rate 〈τJ〉 = υ−1

j should
feature the β-relaxation process like the slow-β relaxation
associated with vortex discussed above. Figure 6 presents the
results of 〈τJ〉 (cross symbols) superimposed on the relaxation
time derived from Eq. (1). The relaxation time associated
with the individual excitation is significantly faster than the

224103-7



Y. J. LÜ, H. R. QIN, AND C. C. GUO PHYSICAL REVIEW B 104, 224103 (2021)

FIG. 8. Formation rate of vortex cores and the individual excita-
tion rate as a function of the inverse of temperature. The solid lines
are fits to the Arrhenius law, yielding that the activation energies
of vortex and individual excitations are 237.5 and 140.2 kJ mol–1,
respectively.

slow-β relaxation and smoothly joins in the high-temperature
relaxation. This characteristic agrees with the description of
Johari-Goldstein β relaxation [7]. Therefore, we argue that
it is the individual excitation rather than the stringlike exci-
tation that contributes to the Johari-Goldstein β relaxation.
Since the stringlike excitation is the dominant morphology
of excitations in intermediate supercooling region, it looks
like the structural signature of β-relaxation events; in fact,
the present results clarify that the individual excitation plays
a more intrinsic role in it. Synchrotron x-ray investigations
have demonstrated that the β relaxation in ZrCuNiAl glass
originates from short-range atomic arrangement within the
nearest-neighboring distance [49]. The spatial scale is con-
sistent with the individual excitation and validates the present
simulation results.

The stringlike excitations serve as the precursor to trig-
ger the formation of vortices. Some stringlike excitations are
found to grow into loops or helical chains, and ultimately
develop into vortices by collision and coalescence of neigh-
boring strings. Therefore, the excitation field can be described
as a mixture of vortexlike and stringlike structures. It is diffi-
cult to accurately distinguish stringlike excitations in it. Here
we assume that the grid with Q < 0 is shared by a string,
and the total number of grids with Q < 0 thus can roughly
reflect the size of strings in the excitation field. By using the
formation rate of strings, the size of strings per unit time, the
activation energy of strings is expected to be calculated. We
assume that the temperature dependence of activation energy
of strings follows the Arrhenius law, and then the estimated
activation energy is 190.1 kJ mol–1 [36]. This value is much
larger than the conventional Johari-Goldstein β relaxation but
smaller than the slow-β relaxation. It is close to the value
corresponding to the fastest mode of the slow-β relaxation.
These numeric comparisons suggest that the stringlike excita-
tion may represent a limit case of vortex excitations with open
structure.

Finally, we check the influence of finite-size effects on the
relaxation dynamics and the structure of excitation fields. We
used a larger system with N = 16 384 to analyze the rates of
vortex and individual excitations at tw = 1 ns following the
similar simulation procedure mentioned above. The results do
not show any distinct effects due to the finite size of simulation
cells [36]. The relaxation time is also in accord with the results
for N = 4000 within the error allowed. Thus the system under
consideration here (N = 4000) is large enough to describe the
characteristics of excitation fields as well as the relaxation
behavior. In fact, in a time window, the average number of
vortices is less than 50 and the excitation events are less
than 200 in the present temperature range. These amounts are
quite small compared to the system size. It should be noted
that the correlation length associated with excitation zones
tends to increase as the system is supercooled across glass
transition. The influences of the finite size on excitation rate
and relaxation time need to be checked carefully, in particular
below the glass transition.

IV. CONCLUSIONS

We study the structure of excitation fields of supercooled
Cu50Zr50 glass-forming liquid and its relationship with dy-
namic relaxation using MD simulations. We reveal that there
is intrinsic vortex structure in excitation fields beyond the
previous knowledge of stringlike excitations. The vortices are
coupled with the antivortices and their interaction induces the
annihilation of vortices. We find that the number of vortices
displays the multiple-mode distribution at a given tempera-
ture close to the glass transition. The visiting probabilities
increase as approaching high-order modes. On the other hand,
we show that slow-β relaxation processes that are slowed
down following the Arrhenius law toward the glass transition
exhibit the multiple-mode distribution similar to the case of
vortex. The relaxation time associated with vortex, which is
evaluated by the formation rate of vortices, is found to be
well in line with the average value of the slow-β relaxation.
Moreover, the activation energy of vortices coincides with the
slow-β relaxation. These facts verify that vortex in excitation
fields is the origin of slow-β relaxation processes. We further
show that the relaxation time and the activation energy of
individual excitation events agree with the Johari-Goldstein
β relaxation, which suggests that, more intrinsically, the in-
dividual excitations are responsible for the Johari-Goldstein
β relaxation rather than stringlike ones. This work provides
a perspective on excitation fields and promotes our under-
standing of the relationship between dynamic structure and
relaxation.
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