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Emerging nonlinear Hall effect in Kane-Mele two-dimensional topological insulators
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The recent observations of nonlinear Hall effect in time-reversal symmetry protected systems and on the
surface of three-dimensional topological insulators due to an in-plane magnetic field have attracted immense
experimental and theoretical investigations in two-dimensional transition metal dichalcogenides and Weyl
semimetals. The origin of this type of second order effect has been attributed to the emergence of a Berry
curvature dipole, which requires a low-symmetry environment. Here, we propose a mechanism for generating
such a second order nonlinear Hall effect in Kane-Mele two-dimensional topological insulators due to spatial and
time reversal symmetry breaking in the presence of Zeeman and Rashba couplings. By actively tuning the energy
gaps with external electromagnetic fields we also demonstrate that the nonlinear Hall effect shows remarkable
signatures of topological phase transitions existing in the considered two-dimensional systems.
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Two-dimensional materials with strong intrinsic spin-orbit
coupling (SOC, λSO) have attracted intense investigations due
to the possibility to control and manipulate both electric and
spin currents for application in various optoelectronic and
spintronic devices. One of the intriguing phenomena emerg-
ing from the SOC is the quantum spin Hall effect, which
describes a nonzero transverse spin current in systems with
time-reversal (TRS) and spatial-inversion (SIS) symmetries
[1,2]. It has been experimentally verified in various semi-
conducting materials, including HgTe [3,4] and InAs/GaSb
quantum wells [5,6], as well as in WTe2 transition metal
dichalcogenides (TMD) [7,8]. The inclusion of Rashba spin-
orbit coupling (λR) breaks SIS in these systems and destroys
spin angular momentum conservation while the gapless edge
states and the spin topological invariant (i.e., spin Chern
number) remain unchanged provided λR < λSO [9]. Moreover,
since the robustness of the spin Chern number is fully de-
termined by the bulk band gap, it has been shown that the
quantum spin Hall phase persists even when TRS is broken
[10]. This further allows one to extend spin manipulation to
TRS-broken quantum spin Hall insulator (QSHI) states, e.g.,
via exchange interaction within the Kane-Mele Hamiltonian
[11]. Nevertheless, studies on the optical properties and elec-
tronic transport in these cases have been largely focused on
the linear response regime [12–23].

Second order nonlinear electromagnetic phenomena, in-
cluding second harmonic generation (SHG), sum- and dif-
ference frequency generation, optical rectification, and the
Pockels effect are very sensitive to the symmetry of a crystal.
In a purely semiclassical scenario, periodic systems protected
by either TRS or SIS do not show any second order electric
current [24]. However, it has been predicted that a second
order Hall current can emerge in noncentrosymmetric TRS
invariant systems due to a nonzero Berry curvature dipole mo-
ment [25,26]. This effect has been theoretically investigated
in various TRS invariant systems [27–34] and was exper-
imentally verified in bilayer WTe2 [35]. In TRS protected

systems the nonlinear Hall effect emerges due to the presence
of a nonzero Berry curvature dipole, which requires a low-
symmetry environment. A nonzero dipole has been achieved
as a result of either the tilt of a massive Dirac cone [26,36,37],
engineering of a finite strain [29], or a hexagonal warping
effect [33]. Recently, disorder induced nonlinear Hall effect
was demonstrated in a TRS protected system [38,39]. On the
other hand, a nonlinear planar Hall effect was experimentally
realized on the surface of a three-dimensional nonmagnetic
topological insulator, Bi2Se3, with broken TRS due to an in-
plane magnetic field [40]. The spin-momentum locking near
the surface together with the hexagonal warping is responsible
for such a nonlinear response [41]. In 3D materials, such as
Weyl and Dirac semimetals, the origin of nonlinear planar
Hall effect has been attributed to chiral anomaly [42,43],
which has been extensively studied in the case of linear planar
Hall effect [44–53]. Recently, a signature of second order
charge-to-spin conversion due to an unclear mechanism was
reported in transition metal dichalcogenide (TMD)-graphene
heterostructures supporting the Rashba-Edelstein and spin
Hall effects [54].

Here, we propose a mechanism for generating second
order charge, spin, and valley Hall currents in Kane-Mele
type 2D topological materials emerging from the “cross-talk”
between Rashba spin-orbit coupling and in-plane magnetic
field-induced Zeeman effect (Fig. 1). We show that the
Rashba-Zeeman interplay creates the necessary asymmetries
in space and time to generate such second order nonlin-
ear responses, and examine how it affects the energy band
structure, the Berry curvature, and the ensuing electronic con-
ductivities. The Rashba-Zeeman interplay induced transport
has been previously studied in different quantum systems, in-
cluding a 1D chain [55], a spinful realization of Aubry-Andre
model [56], and in a 2D electron gas [57]. We argue that
two-dimensional systems such as, for instance, silicene [58],
germanene [59], stanene [60], and plumbene [61], collectively
called graphene family materials, as well as antiferromag-

2469-9950/2021/104(20)/205422(10) 205422-1 ©2021 American Physical Society

https://orcid.org/0000-0003-1052-3705
https://orcid.org/0000-0002-3374-3236
https://orcid.org/0000-0002-0679-6690
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.104.205422&domain=pdf&date_stamp=2021-11-17
https://doi.org/10.1103/PhysRevB.104.205422


MALLA, SAXENA, AND KORT-KAMP PHYSICAL REVIEW B 104, 205422 (2021)

FIG. 1. (a) Schematic diagram of the lattice structure of hexag-
onal honeycomb monolayer. (b) Representation of Rashba and
Zeeman coupling. For illustration purposes we consider that the
sublattices A and B have a buckled structure, characteristic of
two-dimensional topological insulators such as silicene, germanane,
stanene, and plumbene. (c) (Left) Energy band structure near the K
valley in the absence of Rashba and Zeeman coupling. (Center) Indi-
vidual effects of each of these interactions in the energy-momentum
dispersion. (Right) Illustration of the effect of the Rashba-Zeeman
interplay in the energy band structure. (d),(e) Spin-distributions of
the two conduction bands in momentum space are shown for the
cases considered in (c).

netic manganese chalcogenophosphates (MnPX3, X = S, Se)
[62] and perovskites [63], are potential platforms to verify
this mechanism. Recently a new class of families known as
Jacutingaite has been shown to host the Kane-Mele type QSH
phase [64–67]. By tailoring the energy gaps in the Kane-Mele
Hamiltonian of these systems via external interactions, e.g.,
using static electric fields or nonresonant circularly polarized
light, one can steer the monolayers through various topolog-
ical phase transitions. We demonstrate that only the Berry
curvature induced second order Hall current distinguishes
between various topological phases with different Chern num-
bers and find a strong enhancement of Hall current near the
phase transitions.

I. SECOND ORDER NONLINEAR DYNAMICS IN
DIRAC-LIKE 2D SYSTEMS

We consider nonlinear effects in light-matter interactions
between an ac electric field and an arbitrary monolayer with
unperturbed Hamiltonian Ĥ0. The equation of motion for the

density matrix operator ρ̂(t ) reads

ih̄
∂ρ̂(t )

∂t
= [Ĥ0 + Ĥi(t ), ρ̂(t )] − �(ρ̂(t ) − ρ̂ (0) ), (1)

where Ĥi(t ) = −eφ(r, t ) is the interaction Hamiltonian,
and φ(r, t ) = ∫ ∞

−∞ dω
∑

q φqωei(q·r−ωt ) is the scalar
electromagnetic potential, which relates to the electric field
as E = −∇φ. Also, ρ̂ (0) = ∑

lk flk|lk〉〈lk| is the equilibrium
density matrix. Here, flk describes the Fermi-Dirac
distribution (FD) of electrons with momentum h̄k in the
lth band of the unperturbed Hamiltonian, and � is the
phenomenological decay rate. We solve Eq. (1) within
the framework of perturbation theory by expanding the
time-dependent density matrix in powers of the electric field
amplitude ρ̂(t ) = ∑

n ρ̂ (n)(t ) ∝ E (t )n and compute the nth
order two-dimensional current density at r0 as j (n)(r0, t ) =
−(e/2)

∑
ll ′kk′ 〈l ′k′|{v̂δ(r0 − r)}+|lk〉〈lk|ρ̂ (n)(t )|l ′k′〉, where

{â, b̂}+ = âb̂ + b̂â. The velocity operator is defined as
v̂ = −i[r̂, Ĥ0]. We consider the local limit q → 0 by
neglecting spatial dispersion since we assume a normally
incident electromagnetic wave and derive expressions for
the optical conductivity tensor up to second order in the
perturbation expansion by enforcing that the current be
proportional to the second power of the incident field,
jα = σαβγ EβEγ , where σαβγ is the optical conductivity tensor
describing a second order dynamics.

The generation of second order optical current involves two
virtual electronic transitions between the energy bands and
each transition can take place either within the same band l =
l ′ (intraband) or across two different bands l 	= l ′ (interband).
The second order optical conductivity σαβγ can be separated
into two terms σ̃

(1)
αβγ and σ̃

(2)
αβγ that are either proportional to the

FD functions or their derivatives, respectively (see Appendix).
The expressions for σ̃

(1)
αβγ and σ̃

(2)
αβγ are

σ̃
(1)
αβγ (ω1, ω2)

= e3h̄2

S

∑
l 	=l ′ 	=l ′′k

〈v̂α〉l ′l

(El ′l + h̄(ω1 + ω2 + i�))

× 1

Ell ′′El ′′l ′

[ 〈v̂β〉ll ′′ 〈v̂γ 〉l ′′l ′ fl ′l ′′

El ′l ′′ + h̄(ω1 + i�)
− 〈v̂γ 〉ll ′′ 〈v̂β〉l ′′l ′ fl ′′l

El ′′l + h̄(ω1 + i�)

]

+ e3h̄

S

∑
l 	=l ′k

〈v̂α〉l ′l fl ′l

(El ′l + h̄(ω1 + ω2 + i�))

× ∂

∂kγ

( 〈v̂β〉ll ′

Ell ′ (El ′l + h̄(ω1 + i�))

)
, (2)

σ̃
(2)
αβγ (ω1, ω2)

= σ̃
(2,GV )
αβγ + σ̃

(2,BD)
αβγ + σ̃

(2,BDC)
αβγ

= e3

S

∑
lk

〈v̂α〉ll
∂2 fl

∂kβ∂kγ

h̄(ω1 + ω2 + i�)(h̄(ω1 + i�))

+ e3h̄

S

∑
l 	=l ′k

〈v̂α〉l ′l

(El ′l + h̄(ω1 + ω2 + i�))

×
[ 〈v̂γ 〉ll ′

∂ fl′ l
∂kβ

Ell ′ h̄(ω1 + i�)
+

〈v̂β〉ll ′
∂ fl′ l
∂kγ

Ell ′ (El ′l + h̄(ω1 + i�))

]
, (3)
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where S is the surface area and σαβγ = σ̃
(1)
αβγ + σ̃

(2)
αβγ is the

total conductivity, ω1 and ω2 are frequencies of the incident
electric fields, and Ell ′ = El − El ′ with El being the energy of
the lth band at momentum k.

Equation (2) becomes important for larger frequencies
and shows spectral resonances whenever a band gap coin-
cides with energy of either one photon h̄ω1 or two photons
h̄(ω1 + ω2). We restrict our discussion to near static regime
where σ̃

(1)
αβγ (ω1, ω2) becomes negligible. The first term σ̃

(2,GV )
αβγ

in Eq. (3) originates from the charge carrier’s group velocity
(GV) ∂El (k)/∂kα , and a nonzero contribution from it requires
breaking the symmetry of the energy bands El (k) 	= El (−k).
The second term σ̃

(2,BD)
αβγ emerges from the nonzero dipole

moment of the Berry curvature in the semiclassical (low
frequency) limit μ 
 h̄ω. The Berry dipole (BD) requires
asymmetry of the Berry curvature and is given by [26]

Dαz =
∑

lk

∂z,l (k)

∂kα

flk, (4)

where α is the dipole direction and z,l (k) =
2 Im[

∑
l ′ 	=l (〈v̂y〉ll ′ 〈v̂x〉l ′l )/E2

l ′l ] is the Berry curvature of
lth band of a monolayer lying in the xy plane. Note that Dαz

is nonzero provided ∂z,l (k)/∂kα 	= −∂z,l (−k)/∂kα , which
occurs in 2D materials with a single mirror symmetry line,
resulting in a dipole moment of the Berry curvature in the
monolayer’s plane and orthogonal to the symmetry line [26].
The third term σ̃

(2,BDC)
αβγ in Eq. (3) is very similar to the BD

term, however, the denominator includes a third power in
energy and does not appear within the standard semiclassical
approach. This effect has been previously investigated in the
dynamics of Bloch electrons under uniform electromagnetic
fields and magnetically parity-violating systems [68,69] and
is typically referred to as intrinsic Fermi surface effect,
since it includes a derivative of the FD function. In the
small frequency regime this term is significantly smaller
(∼h̄ω/μ) compared with the BD contribution, and therefore
we call it “Berry dipole correction” (BDC). Finally, we
comment that in centrosymmetric systems the functions
within the summations in Eqs. (2) and (3) have odd parity in
momentum, leading to a vanishing second order current.

We comment that our approach can also be extended to
both spin and valley currents. Since in general the spin will
no longer be a good quantum number, we can use a spin-
polarized velocity operator to filter the spin current along a
particular spin polarization. In order to get the spin current
density, denoted by j (n)

ν (r0, t ), the standard velocity oper-
ator can be replaced by a spin-polarized velocity operator
v̂(ν)

α = {v̂α, ŝν}/4 in the expression for electric current density
j (n)(r0, t ), where ν is the direction of the spin polarization
and ŝ is the spin Pauli matrix [24]. In the following, we will
keep our discussion to spin polarization along the z direc-
tion and denote the spin conductivity as σ

(2)
s,αβγ . The valley

conductivity is obtained by summing the contributions aris-
ing from decoupled valleys weighted by the valley index η,
in a similar fashion as the spin conductivity is the sum of
the conductivities from all Dirac cones weighted by the spin
index s, ση,αβγ = ∑

η ησ
(η)
αβγ , where σ

(η)
αβγ is the conductivity

contribution from the valley η. Finally, we will also denote
the spin-polarized and valley-polarized Berry curvature as


(s)
z,l ,

(η)
z,l , and the spin-polarized and valley-polarized Berry

curvature dipole as D(s)
αz , D(η)

αz , respectively.

II. LOW-ENERGY KANE-MELE HAMILTONIAN IN 2D
TOPOLOGICAL INSULATORS

We apply the above formalism to a Kane-Mele
two-dimensional topological insulator interacting with a
monochromatic ac electric field E (t ) impinging normally on
the monolayer plane (Fig. 1). The low-energy unperturbed
Hamiltonian of the system reads

Ĥηs
0 = h̄vF (ηkxτx + kyτy) + �s

ητz + λR

2
(ητxsy − τysx )

+�B(cos θsx + sin θsy), (5)

where the particle momentum is measured from the Dirac
points K and K ′ and vF is the Fermi velocity. Pauli matrices τi

correspond to sublattice pseudospins (A, B), while si describe
the electron spins. The spin and valley dependent Dirac gap is
�s

η = ηsλSO, where the strength of the SOC λSO depends on
the buckling of the honeycomb lattice as well as the atomic
size. For instance, it is found to be 3.9 meV for silicene,
20 meV for germanene, 300 meV for stanene, and 0.4 eV
for plumbene [18,61,70]. The third term in Eq. (5) represents
the Rashba coupling λR [Fig. 1(b)], which originates from the
nearest neighbor hopping in the tight-binding model and re-
quires external parameters such as static electric field [71,72],
metal-atom adsorption [73,74], or presence of a substrate
[75], which breaks SIS in the normal direction. Finally, we
consider a Zeeman interaction via the last term in Eq. (5)
by applying an in-plane magnetic field B (�B = gLμB|B|/2)
arbitrarily oriented along the plane of the sample with an
angle θ measured from the x axis [Fig. 1(b)]. Here gL is
the Lande g factor and μB is the Bohr magneton. Equation
(5) without the Rashba-Zeeman terms, accounts for the cen-
trosymmetric part of the full tight-binding KM Hamiltonian.
It is protected by both TRS, T Ĥη(k)T −1 = Ĥη(−k), and SIS,
PĤη(k)P−1 = Ĥ−η(−k), where the symmetry operators are
given as T = iγ0τ1s2K and P = γ1τ1s0, and γ , τ , and s are
Pauli matrices associated with the valley, sublattice, and spin
degrees of freedom, and K is the complex conjugation opera-
tor. In this case, the energy band structure is degenerate in both
valley and spin [Fig. 1(c)] and the expectation value of the
spin operator is orthogonal to the monolayer plane and locked
to the direction of motion of the charge carriers [Fig. 1(d)].

The Rashba and Zeeman terms break, respectively, SIS and
TRS and, when simultaneously applied to the monolayer, lift
the degeneracy of the energy bands E (−k) 	= E (k). In the
presence of a nonzero λR, the energies describing the con-
duction (E+) and valence (E−) bands read E+(−) = ±λR/2 +
(−)[h̄2v2

F k2) + (λSO ∓ (λR/2))2]1/2. For momentum k = 0,
the energies of the valence bands are shifted by −λSO ± λR

while the conduction bands remain unaffected, which leads
to new energy gaps equal to 2|λSO ± λR|, see Fig. 1(c). The
Zeeman field affects the energy band structure as E =
±[(h̄vF k ± �B)2 + λ2

SO]1/2 but does not change the magnitude
of the energy gaps. On the other hand, the minimum energy is
shifted radially in momentum space and lies along the con-
tour h̄vF k = |�B|, as shown in Fig. 1(c). The corresponding
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effects for these interaction terms in the spin distribution in
momentum space are shown in Figs. 1(d) and 1(e). While the
Rashba term results in a spin-momentum locking mechanism
that leads the in-plane components of the spin to be orthogonal
to the momentum, the Zeeman term tends to orient the spin
parallel to the direction of the applied in-plane magnetic field.

The independent violation of SIS or TRS via Rashba or
Zeeman interaction does not break the even parity of the
energy band, i.e., E (−k) = E (k), and therefore Rashba and
Zeeman couplings cannot individually lead to any energy
band dependent second order electric current. Rather, both
contributions are simultaneously necessary to enable a spin-
to-charge conversion mechanism that in the nonlinear regime
results in an emerging nonlinear Hall current [76,77]. As-
suming that the direction of the magnetic field is along the
x axis (θ = 0), one can show that the eigenenergies of the
unperturbed Hamiltonian satisfy a quartic order equation,
which includes a term proportional to λR�Bky. Because this
term is odd in ky, it results in a band structure that does not
preserve momentum inversion symmetry. Note that nonzero
Zeeman and Rashba couplings are needed for this term to be
relevant, further confirming that both SIS and TRS need to be
broken to enable new effects in the KM model Hamiltonian.
We mention that the energy dispersion along kx, however,
remains symmetric, El (kx ) = El (−kx ). Note also that when
both interactions are turned on, the spin distribution due to
each valley is distorted in the direction orthogonal (ky) to the
magnetic field [Fig. 1(d)]. This asymmetry involving spins
with opposite momentum is crucial to create unbalanced spin
currents, which then results in charge transport when the sam-
ple is driven by an electromagnetic wave [40].

III. RASHBA-ZEEMAN ENABLED ELECTRONIC, SPIN,
AND VALLEY TRANSPORT

The interplay between the Rashba coupling λR and
Zeeman energy �B has a strong effect on all three terms of
the conductivity tensor in Eq. (3), and we analyze each of
them in detail. We assume that the Zeeman coupling is due to
a magnetic field applied along the x direction, and we consider
a monochromatic incident field of frequency ω and focus on
second harmonic generation processes, i.e., ω1 = ω2 = ω.

A. Group velocity contribution

Since the interplay between Rashba and Zeeman interac-
tions does not affect the energy and spin distributions in the
x direction, all GV conductivity terms with an odd number of
‘x’s must vanish. For concreteness, in the following we will
discuss the nonzero {αβγ } = {yyy}, {yxx} conductivity tensor
components. The former (latter) describes the longitudinal
(Hall) current generated in the system when the ac electro-
magnetic wave is applied orthogonal (parallel) to the static
in-plane magnetic field. In both cases, the currents are perpen-
dicular to the Zeeman field direction. The conductivity tensors
σ̃ (2,GV )

yyy and σ̃ (2,GV )
yxx are plotted as a function of chemical

potential for a fixed frequency and �B = 0.5λSO, see Fig. 2.
Note that both conductivities show nonmonotonic behavior
with a maximum near μ0 ≈ 1.11λSO. The magnitude of this
maximum increases for higher values of the Rashba coupling
because this corresponds to larger asymmetries of the energy

0

0.025

0.050

0.075

0.100

1 2 3 4 5

1 2 3 4 5

0

0.01

0.02

0.03

FIG. 2. Group velocity contribution to the second order intra-
band longitudinal σ̃ (2),GV

yyy (2ω) and (inset) transverse σ̃ (2),GV
yxx (2ω)

electronic conductivities for �B = 0.5λSO. The frequency de-
pendence is captured in the normalization parameter σ0 =
e3vF /[Sh̄(2ω + i�)(ω + i�)].

dispersion. The position of the maximum conductivity can be
explained by closely looking at the energy dispersion of the
conduction bands. When the chemical potential is below μ0,
only the lowest conduction band contributes to the conductiv-
ity tensor, while above μ0, a second contribution appears from
the highest conduction band. Each conduction band, however,
gives contributions of opposite sign and the cumulative effect
results in a decrease of the total conductivity for μ > μ0. For
values of the chemical potential much larger than the spin-
orbit coupling one notices that the conductivities approach
zero. This is a consequence of the fact that more energetic
charge carriers, which dominate the electronic transport in this
regime, are not sensitive to the broken SIS and TRS that occur
at lower energies near the band gap.

The physical origin of the GV contribution to a second
order conductivity arises from the Rashba-Zeeman induced
distortion of Fermi contours. Rashba coupling alone intro-
duces spin-momentum locking in the system and the spins
at opposite wave vectors are oriented in opposite directions
[Fig. 1(c), second panel] and are equally populated. This intro-
duces a second order spin current in the system, i.e., the spins
oriented perpendicular to the electric field give a longitudinal
spin current and spins oriented parallel (or antiparallel) to the
field generate a transverse spin current. The charge current,
however, vanishes since the spins with opposite orientations
move in opposite directions. Note that the spin current here
refers to the spins with orientation along the plane of the
sample. When a Zeeman field is introduced, in addition to
the Rashba coupling, it distorts the Fermi contours and cre-
ates population imbalance of opposite spins at opposite wave
vectors [Fig. 1(c), last panel]. This results in an asymmetry
in the number of charges moving in the opposite directions
and leads to a second order nonzero charge current along both
longitudinal and transverse directions.

We refrain from showing the GV contribution to the spin
and valley conductivities since those are zero for the case
under consideration. Indeed, the z-polarized spin conductivity
σ̃

(2,GV )
s,αβγ is nonzero only if the up-spin current and down-spin
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FIG. 3. (a) Momentum distribution of the spin-polarized Berry
curvature 

(s,c)
z,l (k) and (b) corresponding derivative ∂

(s,c)
z,l (k)/∂ky

for �B = 0, λR = 0. Index ‘c’ refers to contributions from the two
conduction bands. (c),(d) Same as (a) and (b) for �B = 0.5λSO,
λR = 0.3λSO.

current are different. Because the Rashba-Zeeman interplay
only creates asymmetry among the planar components of the
spins, one can show that the second order current due to the
up spins cancels the contribution from down spins, therefore
resulting in σ̃

(2,GV )
s,αβγ = 0. Regarding valley transport, although

the asymmetric group velocity of the charge carriers indi-
vidually leads to nonzero valley conductivities σ̃

(2,GV )
η,αβγ at K

and K ′ Dirac points, their opposite value results in a perfect
cancellation of the total valley conductivity.

B. Berry dipole contribution

Next, we address the effect of Rashba-Zeeman interplay
on charge, spin-polarized, and valley-polarized Berry curva-
ture profiles. The BD contribution to the electronic, spin, and
valley transport has an anomalous origin and may generate a
second order transverse current when the incident ac field has
a component perpendicular to the Zeeman magnetic field. For
the Hamiltonian in consideration in Eq. (5), we observe that
only the second order spin-transport survives while the charge
and valley transports vanish. Indeed, the Berry curvatures for
up and down spins are the negative of each other and thus
the total BD per Dirac cone vanishes, resulting in a zero
second order conductivity. Similarly, the valley-polarized BD
at K and K ′ are exactly zero, which prevents valley transport
from taking place. On the other hand, the spin-polarized Berry
curvature takes the spin weight into account and the contribu-
tions from up and down spins add up. This results in a finite
spin-polarized Berry dipole profile at a particular Dirac cone
and a nonzero spin transport.

In Fig. 3 we plot the momentum dependence of spin-
polarized Berry curvature profile 

(s,c)
z,l (k) = ∑

l=3,4 
(s)
z,l (k)

and its corresponding derivative ∂
(s,c)
z,l (k)/∂ky for the con-

duction bands to demonstrate how they are affected by the

1.0 1.5 2.0 2.5 3.0

0

0.0025

0.0050

0.0075

FIG. 4. Conductivities σ̃ (2),BD
s,xyy (2ω) for �B = 0.5λSO. The fre-

quency dependence is captured in the parameter σ1 = e3 h̄vF /

[S(ω + i�)].

Zeeman-Rashba coupling. When both �B and λR are zero
[Fig. 3(a)], we notice that spin-polarized Berry curvature is
symmetric and its corresponding derivative is an odd function
of ky [Fig. 3(b)], therefore the Berry dipole moment vanishes.
When the Rashba-Zeeman interplay is turned on, however,
it creates an asymmetry in the Berry curvature as shown in
Fig. 3(c), where we observe that the center of the distribution
is shifted along the ky direction. As a result, the corresponding
derivative in Fig. 3(d) is no longer an odd function, and this
guarantees that the integral in momentum space appearing
in Eq. (4) is nonzero, and thus the BD moment is nonzero.
As discussed before, the third contribution of (3), σ̃ (2,BDC)

s,xyy ,
follows the same principles as BD contribution and acts as a
small correction to the BD contribution of the conductivity. In
Fig. 4, the contributions due to the BD to the spin-polarized
conductivity σ̃

(2)
s,αβγ are shown for a fixed value of the Zeeman

interaction (�B = 0.5λSO) and for three values of Rashba cou-
pling, as in Fig. 2. The BD-enabled spin conductivity shows a
nonmonotonic behavior similar to that seen in the GV contri-
bution term, and at large chemical potential the conductivity
saturates near zero. We also observe a peculiar feature for
chemical potential near μ0, which arises due to the numerical
derivative taken near the crossing of two conduction bands.

C. Interplay between Berry dipole moment and tailored
topological phase transitions

The Dirac half-gaps �s
η in the Hamiltonian in Eq. (5)

can be externally tailored to host various topological phases.
For example, for a 2D Kane-Mele topological insulator
with two staggered sublattices a static electric field can be
used to generate on-site potentials that will modify the gap
as �s

η = ηsλSO − λE , where λE is the coupling with the
field. Analogously, a high-frequency nonresonant circularly
polarized laser can induce Floquet topological states in the
monolayer, providing an additional knob for tailoring the
energy band structure via asymmetric valley coupling, i.e.,
the Dirac gaps change as �s

η = ηsλSO − λE − ηλL, where
λL represents the laser induced interaction. The topological
phases accessible via these driving fields can be characterized
by topological invariants, namely the Chern C = ∑

η,s Cη
s , spin
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FIG. 5. (a) Topological phase diagram of the KM Hamiltonian
without the Rashba and Zeeman terms. (b) The phase diagram of
σ̃ (2,BD)

xyy as a function of λE and λL in the presence of Rashba-Zeeman
couplings. The conductivity is normalized with respect to the cor-
responding maximum value. (c),(d) Conductivities σ̃ (2,BD)

xyy (black),
σ̃ (2,BD)

s,xyy (blue), and σ̃ (2,BD)
η,xyy (red) (c) along paths A (λP = λE ), B

(λP = λL), and (d) C, as shown in panel (a). Note that, for path B,
the red color represents the charge conductivity and the black color
represents the valley conductivity. The conductivities are evaluated
for fixed values of �B = 0.5λSO, λR = 0.3λSO, and μ = 5λSO. The
conductivities in (c) and (d) are normalized by σ1S.

Chern Cs = ∑
η,s s Cη

s /2, valley Chern Cη = ∑
η,s η Cη

s , and
spin-valley Chern Csη = ∑

η,s ηs Cη
s /2 numbers. Here Cη

s =
η sign[�η

s ]/2. By varying parameters λE and λL, one can
map a 2D topological phase diagram, which hosts electronic
phases, including quantum spin Hall insulator (QSHI), band
insulator (BI), anomalous quantum Hall insulator (AQHI),
and polarized spin quantum Hall insulator (PS-QHI). These
phases are shown in Fig. 5(a) and correspond to systems with
all Dirac gaps open. Topological phase transitions take place
at the borderlines between these phases (black solid curves)
which mark the closing of at least one Dirac cone, while the
two points (λE/λSO, λL/λSO) = (1, 0), (0, 1) represent clos-
ing of two mass gaps. As we discuss next, the asymmetry
introduced by modifying the Dirac gaps with external agents
enables BD-induced charge, spin, and valley transport con-
ductivities to be nonzero.

For concreteness, here we will focus on the conductivity
tensor σ̃ (2,BD)

xyy , since it originates from the Berry curvature
dipole moment and includes signatures of various topological
properties of the system. In Fig. 5(b), we show the phase
diagram of σ̃ (2,BD)

xyy for fixed values of chemical potential μ =
5λSO, Zeeman interaction �B = 0.5λSO, and Rashba coupling
λR = 0.3λSO. Away from the phase boundaries the conductiv-
ity shows nonlinear dependence on the magnitude of the Dirac
gaps and is clearly seen in the PS-QHI phase, where the red
and blue colors coexist, even though the sign of all the Dirac
gaps remains the same. Near the topological phase transitions
the conductivity is dominated by the smallest mass gap. The
change of color near the phase boundaries reflects a change in
Chern number, and a decrease in Chern number is associated
with a color change from red to blue. This color change also

marks a change in the Berry dipole direction. This behavior
is consistent across all phase boundaries and can be better
understood by comparing with the phase diagram in Fig. 5(a).
Although the phase diagram of the conductivity demonstrates
qualitative signatures of topological phase transitions and a
decrease in Chern number, the magnitude of this change is
difficult to estimate.

A quantitative analysis of the second order transport prop-
erties across various phase transitions is shown in Figs. 5(c)
and 5(d). There we plot the conductivities corresponding to
charge-, spin-, and valley-currents along three paths in the
phase diagram, namely: (A) QSHI→AQHI (B) QSHI→BI
(C) AQHI→PS-QHI→BI, as shown by marked arrows in
Fig. 5(a). Along path (A), the Chern numbers {C, Cs, Cη}
change as {0, 1, 0} → {−2, 0, 0}, as we move from the QSHI
to AQHI phase. Both charge and spin-polarized conductiv-
ities show similar behavior near the phase transition point
(λE/λSO, λL/λSO) = (0, 1), with a resonance-antiresonance
shaped behavior, indicating the change of Berry dipole direc-
tion across the phase transition. The sign of Berry curvature
near a particular Dirac cone is dependent on the sign of that
Dirac gap. When one moves across a phase boundary the
Dirac gap closes and reopens and this change in sign is re-
flected in the Berry curvature and an increase/decrease in the
Chern number. This sign change is subsequently transferred to
the Berry dipole. Furthermore, we observe that near the phase
transitions the conductivities show strong enhancement in
magnitude due to the fact that the intersubband gap becomes
small and the Berry dipole increases as 1/|�s

η|2. Note that the
valley conductivity vanishes along this path. The similarity
between charge and spin conductivity is due to the fact that
both charge and spin Chern numbers decrease in magnitude.
Furthermore, we observe that the magnitude of the peaks
across a phase transition for the charge conductivity is nearly
two times that of the spin conductivity. This quantitative dif-
ference in the conductivities demonstrates that the charge and
spin dipoles strongly respond to the topological phase tran-
sition and this response inherits the quantitative information
about the change in Chern numbers.

The fact that the conductivities and BD behavior inherit
topology signatures near phase transitions can be seen across
all the phase boundaries. For example, along path (B) λL = 0
and the spin conductivity behavior remains the same as path
(A), while the behavior of charge and valley conductivities
are switched. This is indeed in line with the fact that the
change in charge Chern number across path (A) is equivalent
to the change in valley Chern number across path (B). In
order to further strengthen our argument, we also consider
a more interesting path (C), where the system undergoes
two phase transitions. The charge Chern number increases
across both boundaries, while the valley Chern number de-
creases across both boundaries. This is shown in Fig. 5(d),
where the charge conductivity is the negative of the valley
conductivity, and each conductivity shows the same behav-
ior across both the boundaries. The spin Chern number, on
the other hand, increases across the first boundary and then
decreases across the second boundary. The corresponding
conductivity behavior near the first boundary is opposite of
the behavior at the second boundary. The above observations
and arguments demonstrate clear signatures of topology in the
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FIG. 6. (a),(b) The μ dependence of the charge conductivities
σ̃ (2,BD)

xyy for (λE , λL )/λSO = (0.3, 1.5) (AQHI) and (λE , λL )/λSO =
(1.5, 0.3) (BI), respectively. (c) The polar plot of |σ̃ (2,BD)

xyy | (blue)
and |σ̃ (2,BD)

yxx | (red) are shown for the point in the AQHI phase as
considered in (a). The angle of the magnetic field is shown in degrees.
The conductivities are normalized by σ1S, μ = 5λSO.

conductivity near the phase transitions and could be extended
to a three-dimensional topological phase diagram by adding
another parameter to the mass term �s

η [78].
Next, we compare σ̃ (2,BD)

xyy evaluated at two different points
in the phase diagram, (λE , λL )/λSO = (0.3, 1.5) (AQHI) and
(λE , λL )/λSO = (1.5, 0.3) (BI). These two points have the
same band structure, however the signs of two of the mass
gaps are different, and therefore they belong to different topo-
logical phases. To understand how the difference between the
two phases affects the second order electronic conductivity
of the system, we plot contributions from K and K ′ valleys
separately (and the total conductivity) as a function of μ in
Fig. 6(a) (AQHI) and Fig. 6(b) (BI). Note that the contribu-
tions from K valley are identical in both the phases, however
that associated to the K ′ valley for the AQHI phase is exactly
the negative of the contribution in the BI phase. The sharp
changes in the conductivity occur when μ coincides with
one of the Dirac half-gaps �s

η. For small μ, the conductiv-
ity only comes from the smallest gap, and the sign of that
Dirac gap becomes equally important. Finally, in Fig. 6(c)
we plot the magnitudes of the conductivities |σ̃ (2,BD)

xyy | and
|σ̃ (2,BD)

yxx | for the point considered in Fig. 6(a) as a function
of the angle θ of the magnetic field as defined in Eq. (5).
The electric current is maximum when the electric field and
the magnetic field are perpendicular to each other. The trans-
verse nature of current suggests that the current flows parallel
to the magnetic field (perpendicular to the electric field).
Note that the magnitude of the conductivities correspond-
ing to points (λE , λL )/λSO = (0.3, 1.5) and (λE , λL )/λSO =
(1.5, 0.3) are exactly equal, since they represent identical
band structures.

IV. DISCUSSIONS AND CONCLUSION

In summary, we have showed that massive Dirac fermions
in centrosymmetric KM model can generate a second order
transverse current when an out-of-plane symmetry broken
Rashba coupling coexists with an in-plane magnetic field.
We comment that the full KM tight-binding model also in-

cludes a noncentrosymmetric part which in the low-energy
regime can be included via the trigonal warping term near the
Dirac cones [33]. A second order current due to this warping
term has been demonstrated in various honeycomb systems
[79,80]. Comparing with our study, we note that the asym-
metry in energy spectra created by Rashba-Zeeman interplay
is proportional to k1/2

α , while the asymmetry created by the
warping term is proportional to k3/2

α . So in a full KM model
the Rashba-Zeeman induced second order term should domi-
nate the optoelectronic response near the Dirac point, while
the warping induced second order current dominates away
from it. We also mention that a second kind of Rashba
coupling (λR2) of intrinsic origin can appear in a typical
KM material. Nevertheless, the strength of this coupling is
proportional to the next-nearest-neighbor hopping parameter,
therefore being often very small compared to λSO. Hence, we
neglected it from our analysis.

In the quasistatic limit, we have demonstrated that the
intraband current includes contributions from the asymmetry
in the energy dispersion as well as from the asymmetry cre-
ated in the Berry curvature. The GV contribution generates a
second order current along longitudinal as well as the trans-
verse direction and remains normal to the Zeeman field. The
BD contribution, however, only produces transverse current
and is nonzero only when a component of the electric field
is perpendicular to the Zeeman field. Since the transverse
contributions from the GV and BD terms are perpendicular to
each other, both contributions can be experimentally probed
separately. We briefly comment on the case of large frequency
limit h̄ω ∼ �s

η, where the interband conductivity σ̃
(1)
αβγ dom-

inates. When μ lies in the middle of the band gap, interband
transitions become the only contributing factor, but the second
order nonlinear response in this case is zero in the absence
of Rashba-Zeeman interplay [78]. When both Rashba and
Zeeman couplings are present the asymmetry in the energy
bands generates a resonance-induced second harmonic elec-
tric current perpendicular to the in-plane magnetic field. The
material response then shows two spectral resonances cor-
responding to frequencies h̄ω = 2|�s

η| and h̄ω = |�s
η|. The

resonance corresponding to 2ω dominates since it resonates
with a smaller gap. The Berry curvature contribution does not
affect the interband current at the origin of the phase diagram
but becomes significant away from it.

We also demonstrated that the topology of the low-energy
Hamiltonian can be tailored via external parameters and
the asymmetry between the Dirac gaps for different spins
and valleys can play a significant role in the second order
transverse current. We also show that the Berry curvature
induced dipole moment strength increases for Dirac cones
with the smallest gap and the dipole changes sign across phase
transitions. The recent synthesis of two-dimensional buckled
members of graphene family, including silicene, germanene,
stanene, and plumbene, as well as topologically nontrivial
antiferromagnetic manganese chalcogenophosphates and per-
ovskites provide a perfect platform to experimentally inves-
tigate second order Hall transport effects in the Kane-Mele
two-dimensional topological insulators. The ability to control
each Dirac gap in these monolayers makes them a unique
all-in-one material for optoelectronics as well as spintronics
based applications.
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V. DERIVATION OF BERRY DIPOLE

The expression for BD follows from the second term in
Eq. (3) and reads

σ̃
(2,BD)
αβγ = e3h̄

S

∑
l 	=l ′k

〈v̂α〉l ′l

[El ′l + h̄(ω1 + ω2 + i�)]

×
〈v̂γ 〉ll ′

∂ fl′ l
∂kβ

Ell ′ h̄(ω1 + i�)
. (6)

In the semiclassical limit, El ′l 
 h̄ω1, h̄ω2, we can neglect the
frequencies in the denominator El ′l + h̄(ω1 + ω2 + i�), and
then Eq. (6) simplifies to

σ̃
(2,BD)
αβγ = e3h̄

Sh̄(ω1 + i�)

∑
l 	=l ′k

〈v̂α〉l ′l〈v̂γ 〉ll ′

E2
l ′l

∂ fl ′l

∂kβ

. (7)

By using the fact that ∂ fl ′l/∂kβ = −∂ fll ′/∂kβ , and then sep-
arating the terms proportional to ∂ fl/∂kβ and ∂ fl ′/∂kβ , we
obtain

σ̃
(2,BD)
αβγ = e3h̄

Sh̄(ω1 + i�)

×
∑
l ′k

∑
l 	=l ′

(〈v̂α〉l ′l〈v̂γ 〉ll ′ ) − (〈v̂α〉l ′l〈v̂γ 〉ll ′ )∗

E2
l ′l

∂ fl ′

∂kβ

. (8)

Equation (8) can be expressed as

σ̃
(2,BD)
αβγ = e3h̄

Sh̄(ω1 + i�)

∑
l ′k

δ,l (k)
∂ fl ′

∂kβ

, (9)

where δ = α × γ , is the direction of Berry curvature. For a
2D system, the Berry curvature vector always points in the
z direction and α and γ must be linearly independent for
a nonzero Berry curvature. Using integration by parts the
summation in Eq. (9) can be separated into two parts, where
the first part is proportional to the FD functions at k → ∞ and
the second part resembling Eq. (4). The FD function vanishes
at k → ∞ and Eq. (9) can be expressed as

Dαz =
∑

lk

∂z,l (k)

∂kα

flk . (10)
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APPENDIX: METHOD

We have followed the method prescribed in Ref. [81] and included the electric field in the Hamiltonian as a scalar potential
φ(r, t ). The equation of motion (1) is solved perturbatively in the energy eigenbasis |λ〉 = |lk〉 and then the expression for the
electric current j (n)(r0, t ) = −e/2

∑
ll ′kk′ 〈l ′k′|{v̂δ(r0 − r)}+|lk〉〈lk|ρ̂ (n)(t )|l ′k′〉 is used to evaluate the second order current. The

first order solution leads to the Kubo formula for the linear conductivity. The second-order density matrix can be obtained from
the first order density matrix and is expressed as

〈λ|ρ̂ (2)|λ′〉t = e2
∫ ∞

−∞
dω1dω2e−i(ω1+ω2 )t

∑
λ′′

〈λ|φω2 (r2)|λ′′〉〈λ′′|φω1 (r1)|λ′〉
Eλ′ − Eλ + h̄(ω1 + ω2 + i�)

×
[

fλ′ − fλ′′

Eλ′ − Eλ′′ + h̄(ω1 + i�)
− fλ′′ − fλ

Eλ′′ − Eλ + h̄(ω2 + i�)

]
, (A1)

and the corresponding expression for the second order current is given by

j (2)(r0, t ) = − e3

2S

∫ ∞

−∞
dω1dω2

∑
q̃,q1,q2

φq1ω1φq2ω2

∑
λ,λ′

〈λ′|{v̂, e−iq̃.r0}+|λ〉eiq̃.r0−i(ω1+ω2 )t

Eλ′ − Eλ + h̄(ω1 + ω2 + i�)
〈λ|eiq2.r2 |λ′′〉〈λ′′|eiq1.r1 |λ′〉

×
[

fλ′ − fλ′′

Eλ′ − Eλ′′ + h̄(ω1 + i�)
− fλ′′ − fλ

Eλ′′ − Eλ + h̄(ω2 + i�)

]
. (A2)

Note that the current does not change if we switch (q2, ω2, r2) with (q1, ω1, r1) in the second term of the last line in (A2).
Now using the matrix element 〈λ|eiq1.r1 |λ′〉 = δl,l ′ − q1Ml,l ′ , we can write the conductivity in a form which shows all types of

virtual transitions involved in the second order process, and the expression reads

j (2)(r0, t ) = − e3

2S

∫ ∞

−∞
dω1dω2

∑
q1,q2

φq1ω1φq2ω2 ei(q1+q2 ).r0−i(ω1+ω2 )t
∑

l,l ′,l ′′,k

〈l ′, k|{v̂, e−i(q1+q2 ).r0}+|l, k + q1 + q2〉
Eλ′ − Eλ + h̄(ω1 + ω2 + i�)

205422-8



EMERGING NONLINEAR HALL EFFECT IN KANE-MELE … PHYSICAL REVIEW B 104, 205422 (2021)

×
[

(δl,l ′′ − q2,γ Ml,l ′′,k+q1
)(δl ′′,l ′ − q1,βMl ′′,l ′,k)

fl ′,k − fl ′′,k+q1

El ′,k − El ′′,k+q1
+ h̄(ω1 + i�)

− (δl,l ′′ − q1,βMl,l ′′,k+q2
)(δl ′′,l ′ − q2,γ Ml ′′,l ′,k)

fl ′′,k+q2
− fl,k+q1+q2

El ′′,k+q2
− El,k+q1+q2

+ h̄(ω1 + i�)

]
. (A3)

The delta functions in Eq. (A3) represent virtual intraband transitions, while the terms with matrix elements Ml,l ′,kα
=

2h̄〈vα〉l,l ′/(El − El ′ ) represent virtual interband transitions. We can separate terms depending on the type of virtual transitions,
and we consider three cases, (i) l = l ′ = l ′′ (two intraband transitions), (ii) l ′′ = l 	= l ′ or l ′′ = l ′ 	= l (one intraband and one
interband transition), (iii) l 	= l ′ 	= l ′′ (two interband transitions).

Case i: When virtual transitions occur within the same band only the delta functions survive in Eq. (A3), and we simplify the
expression inside the square bracket in (A3) to

fl,k − fl,k+q1

El,k − El,k+q1
+ h̄(ω1 + i�)

− fl,k+q1
− fl,k+q1+q2

El,k+q1
− El,k+q1+q2

+ h̄(ω1 + i�)
, (A4)

using the identities fl,k − fl,k+q1 ≈ −q1β
∂ flk

∂kβ
and ∂ fl,k

∂kα
− ∂ fl,k+q1

∂kα
≈ −q1β

∂2 flk

∂kα∂kβ
and arrive at a much simpler expression

q1βq2γ

h̄ω1+ih̄�

∂2 flk

∂kγ ∂kβ
. From here it is straightforward to find the GV contribution in Eq. (3).

Case ii: In the mixed case when the intraband transition and the interband transition coexist, the term in brackets in Eq. (A3)
for l = l ′′ becomes

(−q1,βMl,l ′,k)( fl ′,k − fl,k+q1
)

El ′,k − El,k+q1
+ h̄(ω1 + i�)

− (−q2,γ Ml,l ′,k)( fl,k+q1
− fl,k+q1+q2

)

h̄(ω1 + i�)
(A5)

and for l ′ = l ′′,

(−q2,�Ml,l ′,k+q1
)

fl ′,k − fl ′,k+q1

h̄(ω1 + i�)
− (−q1,βMl,l ′,k+q2

)
fl ′,k+q2

− fl,k+q1+q2

El ′,k+q2
− El,k+q1+q2

+ h̄(ω1 + i�)
. (A6)

We can combine the two terms to arrive at the following expression

q1βq2�Ml,l ′,k

h̄ω1 + ih̄�

[∂ fl ′,k − fl,k

∂kβ

]
+ q1,βq2,�

∂

∂k�

[
Ml,l ′,k ( fl ′,k − fl,k)

El ′,k − El,k + h̄(ω1 + i�)

]
. (A7)

The first term gives the BD contribution in Eq. (3). The second term can be expressed as a sum of two terms where one term
contains the derivatives of the FD functions and the other term includes the remaining contributions including the FD functions.
Note that the term with the derivative of FD functions leads to the BDC term in (3), and the other term becomes the second part
of Eq. (2).

Case iii: When both the virtual transitions are of interband type, the conductivity Eq. (A3) needs no further simplification and
we can simply put q1 and q2 to be zero and arrive at the first term of Eq. (2).
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