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Hysteretic capacitance-voltage characteristics of self-assembled quantum
dots far from equilibrium with their environment
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Capacitance-voltage measurements on self-assembled quantum dot layers exposed to strong electric fields and
with large distances to the reservoirs show a marked hysteretic behavior. It is shown that at low temperatures
this hysteresis can be explained quantitatively in terms of state-dependent capture and emission rates that are
obtained by a rate equation model, applied to the measured capacitance transients. The occupation dynamics and
the steady-state configuration can be extracted from these data via a Markov chain model.
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I. INTRODUCTION

Self-assembled quantum dots (SAQDs) are quasi-zero-
dimensional semiconductor islands embedded in a crystalline
semiconductor host [1,2]. Due to the electronic band offsets,
they are capable of capturing, storing, and re-emitting elec-
trons or holes, respectively. SAQDs have been of great scien-
tific interest over the past three decades due to their versatility
for fundamental research [3–6] as well as because of their
application potential [7]. SAQDs are used routinely in semi-
conductor optoelectronics, in particular in quantum dot lasers
[8,9], single photon sources [10], and light-emitting diodes
[11]. Regarding all-electronic applications like memory cells
[12–14] or memristors [15], it is well known that the charg-
ing/discharging dynamics of SAQDs can generate hysteretic
behavior as a function of a bias voltage [16–22], detectable,
for example, in the capacitance of the structure [21–24]
or in the conductance of a nearby conductive channel, on
which the SAQDs act as a floating gate [14,18–20,22,25–29].
Charging/discharging times of 600 ps have been reported [30],
while the storage time depended strongly on the temperature
and can reach values of 104 s at a temperature of 180 K
[13]. The markedness of the hysteresis depends, in general,
on the modifications of the potential landscape accompanied
by the electron transfer [28,31]. For several experiments,
these modifications were described qualitatively and with
high plausibility [18,19,21–24]. However, to understand these
hysteretic effects in more detail, a quantitative description
is desirable. In particular, it is important to be able to de-
termine the capture and emission rates of the SAQD states
as a function of the external parameters. Such information
can be useful not only to explain certain phenomena in more
detail, like the inversion of the hysteresis orientation above
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a threshold bias [32] or nontrivial shapes of hysteresis loops
[20], but also to improve characteristic values, for example,
the limits for ultrafast charging of SAQDs [33], relevant for
single-photon sources.

Here, we present an experimental concept which al-
lows the determination of the bias voltage-dependent (and
temperature-dependent) capture and emission rates of the
SAQD states that take part in the hysteresis. The SAQDs
are in states far from equilibrium with the environment due
to the strong electric field and large distances to reservoirs
prevent corresponding elastic electron transfers. Such a layout
is typical for memory devices as well as for optoelectronic
applications. Deep level transient spectroscopy (DLTS, [34]),
a well-established technique in the field [35–44], is used in
its version of Lock in–DLTS [45], as an excellent compromise
between high-energy resolution and acceptable measurement
times. A rate equation model allows to extract the electron
transfer rates of the participating states from the measured
capacitance transients. From these rates, the average electron
occupation numbers of the SAQDs as a function of time are
determined. They not only provide an explanation in terms of
the corresponding depletion region width zd , but also describe
the measured hysteresis loop quite well and allow the predic-
tion of the steady-state configuration in the limit of negligible
voltage sweep rates.

In Sec. II, the sample and the experimental methods are
described. Section III reports the DLTS measurements, which
are analyzed within the rate equation model in Sec. IV. These
results are used in Sec. V for the modeling and explanation of
the capacitance voltage hysteresis, and in Sec. VI for calculat-
ing the steady state. The paper concludes with a summary and
an outlook (Sec. VII).

II. EXPERIMENTAL SETUP AND MEASUREMENT
TECHNIQUES

The sample structure and the measurement technique were
described in detail elsewhere [43,44]. In brief, we use a
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FIG. 1. Top: Cross-sectional schematic view of the sample lay-
out. The SAQD layer is indicated by the red triangles. The back
electrode is accessed via an alloyed In contact, and the top gate is
formed by a Cr/Au electrode. Silicon doping densities are indicated
by nD,1 and nD,2. Bottom: Schematic band diagram for the case
of a negative voltage applied to the top gate with respect to the
grounded back electrode, including our conventions for the quantities
of relevance. The width of the depletion layer is denoted by zd .

GaAs/AlAs heterostructure as a model system, grown by
molecular beam epitaxy, with a SAQD layer 500 nm above
a Si+-doped back contact and 426 nm below the sample sur-
face, see Fig. 1(a). The InAs SAQDs have a sheet number
density of nQD = 1014 m−2 and are embedded in a 26-nm
layer of undoped GaAs. Bias voltages can be applied between
a square Cr/Au top electrode (edge length 0.3 mm) and the
back electrode, which is accessed via an alloyed In contact.
The densities of the Si doping in the spacer layers are nD,1 =
6.02×1021 m−3 and nD,2 = 2×1024 m−3. The active sample
area covers approximately 9×106 quantum dots.

The sample is inserted into a liquid helium cryostat with
a temperature range from 3 K to 300 K. DC bias voltages
are applied to the top gate with respect to the back contact,
kept at virtual ground via a HF2TA transimpedance amplifier
(Z = 1 k�) from Zurich Instruments, the output of which is
fed into a Zurich Instruments HF2LI lock in amplifier. The
voltage pulses are generated using a Keithley Model 3390
arbitrary waveform generator with a transition time of 100 ns
and are superimposed to the AC test voltage generated by the
lock in amplifier. Thus, the output current obtained at a phase
shift of π/2 with respect to the input AC voltage detects the
differential capacitance of the sample.

III. EXPERIMENTAL RESULTS

A. Capacitance-voltage measurements and their
temperature dependence

Multiple capacitance-voltage sweeps between V = −4 V
and V = +0.3 V were recorded at various temperatures be-
tween T = 7 K and room temperature. For each temperature
both the up- and down-sweeps were measured. The bias
voltage step size was �V = 12.5 mV with a waiting time
of �t = 0.85 s and the capacitance was measured via a test

FIG. 2. (a) Capacitance-voltage hysteresis as a function of tem-
perature with red and black lines corresponding to the up- and
down-sweeps, respectively. The temperature values are (from bottom
to top) T = 7 K, 22 K, 33 K, 52 K, and 77 K. Adjacent traces are
offset vertically for clarity. (b) Difference of the number of electrons
stored per SAQD between the up- and down-sweep as a function of
the bias voltage and temperature.

signal with an amplitude of Vac = 10 mV and a frequency of
fac = 10.44 MHz. The lock in time constant was set to τ =
20.33 ms. A selection of these traces is shown in Fig. 2(a).

As the bias voltage is increased from V = −4 V to V =
+0.3 V at T = 7 K [lower-most trace in Fig. 2(a)], two peaks
can be observed on top of the smooth voltage dependence
expected for a Schottky diode capacitance, one at V ≈ −0.6 V
and a second one at V = 0 V. In the successive down-sweep,
however, only the peak at V = 0 V is observed, while the
second one is absent. A similar behavior was reported in
earlier work [13,24,46]. This hysteretic behavior is the main
focus of the present work.

As the temperature is increased, both features shift towards
lower bias voltages. The hysteretic peak becomes weaker
until it vanishes at about T = 60 K. The nonhysteretic peak,
however, becomes more pronounced as the temperature is
increased up to T ≈ 150 K above which its shape and position
remain essentially unchanged (not shown).

In Fig. 2(b), the difference �N in the number of electrons
stored per SAQD between the up- and down-sweeps is shown
as a function of the bias voltage and the temperature, see
Sec. V for details. The maximum hysteresis opening thus
corresponds to a charge difference of more than two electrons
per SAQD at low temperatures. Qualitatively, its origin can
be described as follows [24]. At sufficiently negative bias
voltages V the SAQDs are empty. As V is increased, the
width zd of the space charge layer decreases according to

zd =
√

2εε0
enD

(Vbi − V ), where Vbi is the built-in voltage and e

denotes the elementary charge. This leads to an increase of
the capacitance according to C = εε0A/zd , where A denotes
the area underneath the top gate, which causes the smooth
increase of C with V . Above a threshold voltage, electrons
are captured at a significant rate by the SAQDs, leading to
an average electron number N per SAQD. This causes an
increase of zd since these electrons have to be compensated
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by additional positively charged donor ions [46]

zd (N ) =
√

2

enD
[εε0(Vbi − V ) + NenQDzQD]. (1)

As a consequence, the capacitance decreases to C =
εε0A/zd (N ) when the steady state is reached. During our up-
sweeps and in the hysteresis interval, however, the sweep rate
is comparable to or larger than the smallest charge transfer
rate, and the steady state has not yet been reached. Conse-
quently, a larger capacitance as compared to the steady-state
value is measured. Likewise, in a down-sweep, the mea-
sured capacitance can be smaller than its steady-state value.
Therefore, one expects to observe characteristic capacitance
transients in response to voltage steps with positive (nega-
tive) sign for negative (positive) voltage steps and with time
constants that depend on the capture and emission rates of
the participating SAQD states. As we will show below, the
relation between the time constants of the transients and the
state-dependent electron transfer rates is nontrivial but ex-
plains the hysteresis in quantitative terms.

B. Lock in: DLTS measurements

We determine the electron transfer rates from capacitance
transients of the sample in response to abrupt voltage steps.
The transients are characterized by lock in–DLTS measure-
ments at four selected temperatures, namely at T = 7 K, 16 K,
41 K, and 77 K. Measurement voltages Vm ∈ [−3.0 V , 0 V]
were applied after preparation voltages Vp. Each voltage was
applied for a time interval tp = tm = 498 ms. Measurements
were recorded for combinations of Vp and Vm over the mea-
surement interval with a voltage step size of �V = 40 mV.
Afterwards, the lock in signal S(Vp,Vm) was calculated ac-
cording to

S(Vp,Vm) =
Nt /2∑
i=1

C(ti,Vp,Vm) −
Nt∑

i=Nt /2+1

C(ti,Vp,Vm), (2)

where Nt is the number of time samples in the recorded
transient. Thus, the lock in signal represents the difference
of the areas in the first and the second half of the transient.
It approaches zero for time constants much smaller or much
larger than the measurement window and shows a maximum
for a time constant of ≈40% of the evaluated recording time
[44]. The results are shown in Fig. 3.

At T =7 K, three clearly separated negative emission
peaks can be observed at Vp >−0.5 V for Vm ≈−2.55 V,

Vm ≈ −1.2 V, and Vm ≈ −0.4 V. All emission peaks are ap-
proximately symmetric with respect to Vm. For Vp < −0.5 V,
electron capture can be observed via a positive lock in–DLTS
signal at Vm ≈ (−0.4 ± 0.1) V. Outside of the transition re-
gion from electron emission to capture at Vp ≈ −0.5 V the
emission peaks do not exhibit any dependence on Vp. The
capture peak, however, shows a step-like dependence on Vp

on its border towards smaller Vm with two steps occurring at
approximately Vp = −1.25 V and Vp = −2.4 V.

At T = 16 K, the features remain qualitatively unchanged,
with the capture and emission signals at the largest Vm values
shifting towards smaller Vm. The transition region between the
capture and emission regimes has decreased to Vp ≈ −0.6 V.

FIG. 3. Lock in–DLTS measurements at T = 7 K, 16 K, 41 K,
and 77 K (a)–(d). The colorscale value of each spectrum is scaled to
−1 at its respective minimum.

At T = 41 K, however, the changes are more pronounced:
only two emission peaks can be observed, a large one that is
asymmetric with respect to Vm as well as an approximately
symmetric one centered at Vm ≈ −2.55 V, separated by a
minimum at Vm ≈ −0.9 V. The capture signal is significantly
weaker compared to those at lower temperatures and now cov-
ers the interval Vm ∈ [−1 V,−0.75 V]. A slight dependence
of its low-voltage edge on Vp can still be observed, but the
resolution is too small to identify the steps here. The transition
region between the capture and emission regimes has shifted
downwards to Vp ≈ −0.9 V.

Only one asymmetrical emission signal can be observed
at T = 77 K, which has its minimum at Vm ≈ −1.2 V. A
relatively weak capture signal at Vm ≈ −1.05 V can still be
detected. Neither the capture nor the emission peaks show a Vp

dependence outside the transition region that has now shifted
to Vp ≈ −1 V.

Thus, a monotonous behavior of the temperature depen-
dence is observed: as the T increases, the capture signal
becomes less pronounced compared to the strongest respec-
tive emission peak, while its position moves in the direction
of smaller Vm. The transition region between electron capture
and emission shifts towards smaller Vp as T is increased.
The fine-structure of both the capture and emission signals
smear out as T increases. Furthermore, no emission signals
can be observed at measurement voltages larger than the upper
boundary of the capture structure on the Vm axis.

In the following, we restrict ourselves to an analysis of the
situation at the lowest temperature, where the richest structure
is observed and the emission occurs by elastic tunneling only.
A quantitative discussion of the behavior at larger tempera-
tures, where thermally activated processes are significant, is
beyond our scope here and will be provided elsewhere.

IV. RATE EQUATION MODEL

To analyze quantitatively the observed lock in–DLTS sig-
nals taken at T = 7 K, we proceed by modeling the charge
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FIG. 4. Energy spectrum obtained from the emission features
observed at T = 7 K, calculated via Eq. (3).

transfer dynamics by a system of coupled differential equa-
tions [47].

A. Rate equations for the electron transfer dynamics

Based on previous measurements on the same sample [43]
we attribute the emission feature observed at Vm ≈ −2.6 V at
T = 7 K to electron emission from the s-states.

In analogy to the analysis described in Ref. [43], the energy
spectrum can be calculated from the emission transients, but
now at temperatures where elastic tunneling is dominant. Via
the relationship derived by Korol et al. [48], the time constant
of the capacitance transient is given by

τ = 4
√

2m∗Eb

eF
exp

(
4

3

√
2m∗E3/2

b

eh̄F

)
. (3)

Here, Eb is the binding energy of the captured electrons (see
also Fig. 1) and F denotes the electric field at the SAQD layer.
The spectrum shown in Fig. 4 can be obtained by taking a
line scan through the lock in–DLTS colorscale plot, Fig. 3(a),
at Vp = 0. The voltage dependence in the obtained spec-
trum S(Vm) can be converted into an electric field-dependent
spectrum S(F ) via the voltage-dependent band structure of
the sample as obtained from a one-dimensional Poisson-
Schrödinger solver [49]. This electric field dependence is then
converted into energy and presented in Fig. 4 by solving nu-
merically Eq. (3) for the binding energy Eb with τ = const. =
0.398 · tm = 198 ms, fixed by our transient recording time and
the rate window of lock in signal.

The large energy spacing of ≈60 meV between the peaks,
as well as their relative magnitude indicate that they originate
from the s (smallest Vm), p, and d (largest Vm) states. Sublevels
like s1, s2, p1, and so on cannot be resolved here. We therefore
assume that the step-like structure of the capture peak arises
from a superposition of three different capture paths, one for
the s, p, and d states each. This gives rise to the system of
coupled differential equations:

ẇ0 = −c0s · w0 + rs0 · ws, (4)

ẇs = −csp · ws + rps · wp + c0s · w0 − rs0 · ws, (5)

ẇp = +csp · ws − rps · wp + rd p · wd − cpd · wp, (6)

ẇd = +cpd · wp − rd p · wd, (7)

TABLE I. Fit parameters used to calculate the results shown in
Figs. 5(b), 5(c), and 6.

x y mxy [V−1] nxy myx [V−1] nyx

0 s 13.53 8.63 −6.15 −14.08
s p 16.18 7.71 −4.97 −4.16
p d 15.68 6.35 −16.66 −2.91

where w0 is the probability for one SAQD being empty, while
w j is the probability that state j and all states at lower energies
are occupied, while all states with larger energies are empty.
The capture and emission rates related to these occupation
probabilities are denoted by ci j and ri j , i, j ∈ {0, s, p, d}, re-
spectively.

The total, time-dependent occupation number per dot is
then given by

N (t ) = 2 · ws(t ) + 6 · wp(t ) + 12 · wd (t ). (8)

Here, the weighting factors rely on the assumption that all
sublevels of each SAQD state, e.g., the p state, share the same
occupancy for all times. Other reasonable assumptions are
possible as well which, however, cause only marginal changes
of the fit parameters discussed below (not shown).

B. Fit of the experimental transients

We proceed by fitting the rate equation model to the data
using a similar approach as reported earlier [44], where the
choice of the initial conditions for the differential equations
and the simulation of the pulse sequences are kept the same.
The individual electron transfer rates are modeled by

cxy(V ) = exp (mxy · V + nxy) s−1, (9)

ryx(V ) = exp (myx · V + nyx ) s−1, (10)

where x, y ∈ {0, s, p, d}.
The lock in signal is calculated via Eq. (2) from the total

charge per dot under the assumption that red �C(t ) ∝ N (t ).
The constants mxy and nxy are the fit parameters, alongside
a scaling factor that accounts for the proportionality between
N (t ) and �C(t ).

Equations (4) to (7) have no analytical solution. We thus
solve them numerically for each iteration of the fitting pro-
cess, using the RADAU solver of the SCIPY library [50] which
implements a fifth-order implicit Runge-Kutta method [51].

To avoid excessive computation times, the calculated rates
were limited to � 103 s−1. This cutoff is justified by the
recording time of tm = 498 ms, which leads to a rate window
of the lock in signal that is centered around rref = (0.398 ·
tm)−1 = 5.1 s−1, more than two orders of magnitude smaller.

The results of this fit algorithm are given in Table I, and the
corresponding, numerically obtained lock in–DLTS signals
are shown in comparison to the experimental data in Figs. 5(a)
and 5(b). The resulting capture and emission rate functions are
depicted in Fig. 5(c). Starting from a negative bias voltage,
say V = −3 V, all emission rates are large as compared to the
capture rates, and the SAQDs are empty in a steady state. As
V is increased, the emission rates decay exponentially while
significant capture sets in around V = −1 V. The capture rates
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FIG. 5. (a) Measured and (b) calculated lock in–DLTS spectra
for the measurement at T = 7 K and the voltage-dependent electron
transfer rates (c), as obtained from the fit.

increase exponentially with increasing bias voltage, leading
to an occupied steady state, with an occupation probability
w j (V ) (see below).

For the emission processes, the physical interpretation
of the obtained fit parameters is straightforward: each ex-
ponential voltage dependence, parameterized by its two fit
parameters, is an approximation to the general expression de-
scribing the emission dynamics, which in our case of T = 7 K
consists of pure tunneling, Eq. (3). This approximation is
valid in the voltage interval in which the resulting emission
rate falls within the rate window of rref = 5.1 s−1 of our lock
in–DLTS filter function. This value is denoted by the purple
horizontal line in Fig. 5(c) alongside the corresponding full
width at half maximum interval (indicated by the shaded area).
We note that, only in this interval, our simple assumption of
the respective rates as a function of the bias voltage needs to
approximate the real dependence since outside this window
the contribution to the measured signal is negligible. For the
capture processes, we envisage a similar interpretation, but to
the best of our knowledge, a model for the capture dynamics
of electrons under the conditions present here is yet to be de-
veloped. It should be noted that the shape of the capture peak
can only be reproduced accurately as long as cs > cp > cd .
Other scenarios lead to a qualitatively different shape (not
shown). This may be indicative of the Coulomb barrier set up
by the electrons already captured in the SAQDs, which (while

the system remains at the same bias voltage) suppresses the
capture of further electrons. Thus, the dynamics of the capture
processes cannot be dominated by the tunneling barrier width
in our case. This finding is in contrast to the observations
by Luyken et al. [52] who measured larger transfer rates for
higher SAQD states which they were able to explain via the
increased tunneling coefficient through the smaller potential
barrier. Their measurements, however, studied each SAQD
state at bias voltages where the respective state was aligned
with the Fermi level in the back contact and the difference
between charging and discharging times was negligible to a
good approximation. Our measurements, however, are car-
ried out with the states well above the bulk Fermi level and
far from equilibrium with the environment, where capture
and emission rates can differ by orders of magnitudes, see
Fig. 5(c).

Based on these findings, we can now interpret qualitatively
the behavior at higher temperatures. The shift of the capture
peak towards smaller Vm in Fig. 3 with increasing temperature
is indicative of increasing capture rates. Since they become
larger as V is increased, the shift of the peaks towards more
negative Vm compensates the increased thermal contribution,
such that the combined rate still matches our experimental
rate window. The same line of arguing is applicable to the
emission peaks. The measured charge transfer rates are, how-
ever, composed of the individual transfer rates in a nontrivial
way [44], where the observed decay rates are never smaller
than each individual charge transfer rate. This explains the
asymmetry of emission peaks close to the capture peaks in the
lock in–DLTS spectra since, for larger Vm than the position of
the capture peaks, there will always be a capture rate larger
than any emission rate that will dominate the dynamics and
make it too fast to be observable.

V. APPLICATION TO THE CV HYSTERESIS

We continue by solving the system of differential Eqs. (4)
to (7) using the previously determined fit parameters for the
slowly varying bias voltage that was applied during the mea-
surement of the CV hysteresis.

The system is solved numerically for two sweep cycles,
each from V = +0.3 V to V = −4 V and back, with the initial
condition that all SAQDs are completely filled. The bias volt-
age is stepped by �V = ±12.5 mV (depending on the sweep
direction) every �t = 0.85 s. The calculation is considered to
be finished when the solution has become independent of the
initial condition.

From these simulations, the occupation probability of the
SAQD states w j (V ) for the down- and up-sweep is obtained,
where j ∈ {0, s, p, d}, leading directly to a computed value
for �N (V ). Experimentally, �N (V ) can be obtained from the
measured CV hysteresis opening via the relation [46]

�N = (ε0εA)2nD · nQD

2zQD

(
C−2

down − C−2
up

)
, (11)

where A is the gate area and Cdown(up) the capacitance in a
down (up)-sweep.

The corresponding computed and experimentally de-
termined results are compared in Fig. 6(a). Reasonable
agreement is found, both with respect to its magnitude and
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FIG. 6. Measured and calculated values for (a) �N , (b) measured
and calculated CV hysteresis, (c) time evolution towards the steady
state at V = −1.2 V, and the voltage dependence of the steady-state
occupancy at (d) T = 7 K.

its position along the bias voltage axis. In the calculation the
contributions of the individual charge states can be resolved,
whereas in the measurement, such an attribution is not pos-
sible. The assignment of the three features in the calculation
to the individual charge states is obtained by setting the re-
spective contribution of one state to zero and checking which
feature vanishes. It is obvious that the s states form the largest
contribution to the hysteresis, which seems plausible since
their electron transfer rates are the smallest ones, they are thus
affected most strongly by the varying bias voltage. For the p
states, a small contribution is visible, while the participation
of the d states, however, is close to be negligible since they
can adapt sufficiently rapidly to the changed bias voltage.

To reproduce the CV characteristics of the down-sweep
numerically, the band structure of the sample is solved in a

first step, using a one-dimensional Poisson and Schrödinger
solver [49]. A doping density of nD,1 = 6.02×1021 m−3 as
obtained from a C−2(V ) analysis of the measured down-sweep
was used, and the SAQD layer was simulated by a 21-nm
layer of InGaAs with a constant charge density. The result
of this simulation for T = 7 K is shown in Fig. 6(b) (upper
black trace). It can be seen that the nonhysteretic shoulder at
V ≈ 0 is reproduced simply by the different layered materials.
By rearranging Eq. (11) we can obtain the capacitance of
the up-sweep from the calculated down-sweep and the sim-
ulated charge difference between the sweeps. The result is
shown in Fig. 6(b) (upper red curve). Good agreement with
the measurement [lower traces in Fig. 6(b)] can be observed
regarding the boundaries of the hysteresis on the voltage axis.
Two separate peaks can be observed for the s- and p-state con-
tributions in the simulation, which cannot be resolved in the
measurement. The hysteresis due to the d states is completely
invisible in the CV curve.

Thus, by the analysis presented above, the qualitative pic-
ture developed in Sec. III A can be quantified and interpreted
in terms of the weight by which individual SAQD states
contribute to the hysteresis via their capture and emission
rates. The good agreement between the measurements and the
model furthermore implies that changes of the electron trans-
fer rates by variation of the occupation numbers of the SAQDs
are of minor importance, albeit this effect may explain the
remaining deviations between the model and the experiment.
These effects are hard to quantify since this would require
unreasonably many fit parameters in our model, or maybe
even a three-dimensional treatment of the SAQD potential as
a function or their occupation, which is beyond our present
scope.

Under the assumption that the average charge density in
the SAQD layer is small compared to the doping density,
the maximum, normalized opening of the hysteresis trace can
be approximated as [46] �C/Cs = NenQDzQD/2εε0(Vbi − V ).
Hence, the opening of this type of hysteresis can be maxi-
mized by increasing nQD or zQD to their upper limits and can
be suppressed by corresponding minimizations.

As the temperature is increased, the transfer rates increase
as well and the SAQDs come closer to their steady state
during the time window �t = 0.85 s at each voltage. Thus, the
hysteresis decreases and vanishes for our parameters at T ≈
60 K, see Fig. 2(b). While for the model presented here, there
is no analytical expression for the observable capacitance
transient as a function of the individual rates, it is reasonable
to assume that the combined rate can never be slower than
any individual rate. Hence, the maximum sweep rate where no
hysteresis can be observed can be estimated from our model
by taking the slowest individual electron transfer rate for the s
state at V ≈ −1.2 V, i.e., rmin ≈ 10−3 s−1 for T = 7 K, as the
limiting factor.

VI. CALCULATION OF THE STEADY-STATE
CONFIGURATION

The experimentally determined electron transfer rates can
be used as input for a continuous time [53] Markov chain [54]
model, with the goal to obtain the steady-state configuration,
which may be inaccessible experimentally, for example, due
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to the required slow voltage sweep rates. In this picture, the
states of the Markov chain correspond to the charge states
(0, s, p, d ) of the SAQDs in that particular order, and we can
therefore define the corresponding transition rate matrix [53]
for each bias voltage as

Q =

⎛
⎜⎝

−c0s c0s 0 0
rs0 −(rs0 + csp) csp 0
0 rps −(rps + cpd ) cpd

0 0 rd p −rd p

⎞
⎟⎠, (12)

from which the occupation numbers follow via

P(t ) = exp(Qt ), (13)

and thus the steady-state configuration follows according to

P = lim
t→∞ exp(Qt ), (14)

which was evaluated numerically using GNU OCTAVE [55].
Figure 6(c) shows, as an example, the time evolution of

the system from an initial state where all SAQD states are
occupied, i.e., at V = 0, towards its steady-state configuration
at V = −1.2 V where the s states have equal capture and emis-
sion rates. It can be seen that the d states have a lifetime of the
order of microseconds while the s states decay on the order of
seconds. In general, we observed a convergence towards the
steady state after, at most, 6000 s for the voltage range studied
here. Calculation examples for further scenarios are given in
the Supplemental Material [56].

Thus, to measure a steady-state CV of our system at T =
7 K, one would have to wait at least t = 6000 s between each
voltage step which makes such an experiment impractical.
Therefore, the numerical determination of the steady-state
occupation probability represents a valid alternative. Here, the
voltage-dependent steady-state configuration was calculated
by approximating the limit in Eq. (14) by setting t = 107 s. In
the steady-state configuration the rows of P are identical and
the columns correspond to the occupation probability of the
corresponding SAQD state. For our system this result is shown
in Fig. 6(d). It can be seen that for V < 1.5 V the SAQDs
are empty. For V < −0.9 V only the s states contribute to the
filling factor whereas for V < −0.5 V both the s and the p

states are contributing. Only for V > −0.5 V do the d states
begin to be filled with electrons.

VII. SUMMARY AND OUTLOOK

The hysteretic capacitance-voltage characteristics of self-
assembled quantum dot layers with large distances to reser-
voirs and in strong electric fields was measured and the charge
transfer dynamics was analyzed within a rate equation model.
It has emerged how the hysteresis is determined by the capture
and emission rates of the SAQD states, which were obtained
via lock in–DLTS. Reasonable quantitative agreement of the
experimentally observed and calculated hysteresis traces as
well as of the measured and calculated electron occupation
numbers is found for all temperatures. The evolution of these
rates as a function of the bias voltage supports an intuitive pic-
ture for the origin of the hysteresis, namely a time-dependent
change of the width of the depletion region that forms between
the top gate and the back electrode. Changes of the electron
transfer rates by the local potential close to the SAQDs, on the
other hand, appear to be of minor relevance in our system, but
may be responsible for the residual deviations of the model
to the experimental data. It has also been shown how these
rates can be used to model the steady-state configuration,
which may be inaccessible experimentally. Furthermore, the
state-resolved capture rates have been measured, revealing
that lower-lying states have larger capture rates, as one might
expect from energetic considerations. The developed method-
ology is quite universal and can be applied to a variety of
related scenarios, like storage of holes in SAQDs, different
material systems, or the effect of the SAQD occupation num-
ber on the conductance of a nearby electron gas, as long as
the relevant transfer rates lie within the experimentally acces-
sible rate window. Hopefully, our studies inspire future work
towards a better understanding of such systems, in particular
regarding the electron capture process.
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