
PHYSICAL REVIEW B 104, 205305 (2021)

Theoretical study of the three-dimensional quantum Hall effect in a periodic electron system
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The existence of a three-dimensional quantum Hall effect (3D QHE) due to spontaneous Fermi surface insta-
bilities in strong magnetic fields was proposed decades ago, and has stimulated recent progress in experiments.
The reports in recent experiments show that the Hall plateaus and vanishing transverse magnetoresistivities
(TMRs) (which are two main signatures of 3D QHE) are not easily observed in natural materials. Two main
explanations for the slowly varying slopelike Hall plateaus and nonvanishing TMRs [which can be referred to
as the quasiquantized Hall effect (QQHE)] have been proposed. By studying the magnetotransport with a simple
effective periodic 3D system, we show how 3D QHE can be achieved in certain parameter regimes. We find two
mechanisms that may give rise to QQHE. One mechanism is the “low” Fermi energy effect, and the other is the
“strong” impurity effect. Our studies also prove that an artificial superlattice is an ideal platform for realizing 3D
QHE with a high layer barrier periodic potential.
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I. INTRODUCTION

The discoveries of quantum Hall effects (QHEs) [1–3] in
two-dimensional (2D) electron gas have inspired the discov-
ery and classification of topological materials in condensed-
matter physics [4–6]. The main feature of 2D QHE is that the
quantized Hall conductivities take values σxy = νe2/h, with
ν the integers and transverse magnetoconductivities (TMCs)
σαα or transverse magnetoresistivities (TMRs) ραα with α =
x, y disappearing when the Hall plateaus appear. Here, “trans-
verse” means perpendicular to the direction of the magnetic
field, e.g., the z direction. Another important feature of 2D
QHE is the formation of dissipationless one-dimensional (1D)
chiral edge states protected by topology [7]. Similar effects
have been discovered in quasi-2D systems with stacking 2D
QHE layers where the interlayer coupling is much weaker
than the Landau level (LL) spacing [8–12]. These quasi-2D
QHEs have a similar quantized Hall conductance Gxy = νe2/h
which can be regarded as 2D QHE in quasi-2D systems. In
contrast to 2D and quasi-2D electron gas systems, the QHE
was thought to be forbidden in three-dimensional (3D) elec-
tron gas. The reason is that the third dimension, along the
direction of the magnetic field, spreads the LLs into overlap-
ping bands, thereby no energy gap exists between the LLs,
and the band quantization is destroyed. But the discoveries of
3D topological systems offer a possible way to realize QHE.
The key point is that some 3D topological systems may have
topologically protected 2D electron gas at the surfaces [4,6]
which can give rise to 2D QHE [13–16]. This may also result
in quantized Hall conductance just as quasi-2D systems.

Despite the search for quantized Hall conductances in
quasi-2D systems or topological 3D systems, searches have
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been conducted for quantized Hall conductivities in bulk 3D
systems. In fact, in the vicinity of the quantum limit, 3D elec-
tron systems also tend to form varieties of correlated electron
states [17], including Luttinger liquids, charge density waves
(CDWs), spin density waves (SDWs), valley density waves
(VDWs), excitonic insulators, Wigner crystals, Hall crystals,
and staging transitions in the case of highly anisotropic lay-
ered systems [17–23]. It has been predicted that 3D QHE
could be observed in semimetals and doped semiconductors
[17,24–26]. In these systems, the application of a magnetic
field would lead to Fermi surface instability, which may cause
a periodic modulation of the electron density such as CDWs,
or SDW along the direction of the magnetic field. From this
point, signatures of 3D QHE are also manifestations of the
emergence of correlated states. The main distinct signature
of 3D QHE is the value of Hall conductivity plateaus σxy =
Gze2/2πh which are different from 2D QHE, where Gz is the
z component of a reciprocal (super)lattice vector or the period
of the z direct potential. The 3D QHE is also expected to
have the same signature of vanishing TMCs, namely σxx = 0.
The dissipationless edge states in 3D QHE systems perform
differently compared with the edge states in 2D QHE systems.
The surface parallel to the magnetic field may carry surface
states that are dissipationless along the transverse direction
but diffusive along the longitudinal z direction [27,28].

Inspired by these ideas, signatures of 3D QHE have been
reported to be observed in several systems. Decades ago, the
bulk QHE was observed in fabricated artificial superlattices
[29]. Even though it is not a strict 3D QHE as the Hall
resistivities are still dependent on the thickness of the systems
rather than depending on the thickness of only one layer of
the superlattice, it is still a good example that demonstrates
the existence of a periodic potential will open gaps in the
overlapping LLs. We can expect that when the thickness of
the superlattice is large enough, a true 3D QHE may appear.
On the other hand, spontaneous mechanisms to arrive at 3D
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QHE systems were proposed theoretically decades ago, but
this phenomenon has not been observed experimentally until
recently [30–32] in the semimetal systems of bulk ZrTe5 and
HfTe5. The 3D QHE observed in experiment [30] is care-
fully explained by the CDW mechanism [33]. Particularly,
the Hall resistivity ρxy has been found to exhibit a plateau
with a value of hπ/e2kF which is consistent with the CDW
mechanism. This is because the Fermi surface instability
leads to the formation of a CDW with a wavelength of half
of the Fermi wavelength, and specifically, the period of the
CDW is ZCDW = π/kF . However, the other signatures of 3D
QHE, vanishing TMCs, were only reported to be observed
in Ref. [30]. In other papers, TMCs (TMRs) are minimum
finite values, and it was speculated that possibly other Fermi
pockets near the Fermi surface may lead to this [31]. Very
recently, another group [34] also investigated the physics of
ZrTe5 in a magnetic field. They claimed that they observed
the so-called quasiquantized Hall effect (QQHE) in ZrTe5

systems. The main difference between QQHE and 3D QHE is
that in QQHE, the quasiquantized Hall plateaus appear with
nonvanishing TMCs (or TMRs) rather than vanishing ones.
Above all, it seems that the transport signatures of 3D QHE in
electron systems with a periodic potential are rather complex.
It is necessary to theoretically study the TMCs (or TMRs) and
Hall conductivities (or resistivities) in detail and give more
insight into this phenomenon.

In this paper, we effectively model these periodic systems
with a periodic square-well potential along the z direction
which is usually known as the Kronig-Penney model. Then,
a magnetic field along the z direction is applied in the system.
We explicitly calculate the energy bands, density of states
(DOS), and Hall conductivities without impurities. From these
results, the origin of 3D QHE can be clearly understood by
the origin of the gaps from the periodic potential. To compare
with experimental results, impurities are taken into consid-
eration, and we studied the TMRs ρxx and Hall resistivities
ρxy. Our results show that quantized Hall resistivities ρxy and
vanishing TMRs ρxx are surely a signature of the appearance
of 3D QHE in periodic systems. In addition, we find that even
results with slopelike quasiquantized Hall resistivities with
finite TMRs (which we refer to as QQHE in this paper) in the
vicinity of the quantum limit can have other origins despite the
reasons mentioned in Refs. [31,34]. We find that “low” Fermi
energies and “strong” impurities may give rise to QQHE in
periodic potential electron systems. We cannot just conclude
whether a periodic potential exists from QQHE observations.
Finally, the advantage of the artificial superlattice is also dis-
cussed.

This paper is arranged as follows. In Sec. II, the general
model and methods are presented. In Sec. III, the Kronig-
Penney model for a periodic potential along the z direction is
considered, and the main results will be presented. In Sec. IV,
a discussion of the results and a conclusion will be made.

II. MODEL AND METHODS

To model the periodic system made by a superlattice or
modulated periodic potential, let us consider a cuboid 3D
normal metal system with a length, width, and height of
Lx, Ly, and Lz, respectively. The Hamiltonian, including the

vector potential A, modulation periodic potential V (z) satis-
fying V (z + Z ) = V (z), and random potential U (r), can be
described as

H = H0 + U (r), (1)

where H0 = P2

2M + V (z) is the Hamiltonian of a free elec-
tron in the magnetic field with the mechanical momenta P =
p + eA, where M is the effective mass assumed isotropic and
the canonical momenta p = −ih̄∇. Although what we are
considering is a rough and simple approximation, it is enough
to give some insight into the real systems.

A. Landau levels and quantized Hall conductivities

Applying the magnetic field along the z direction, namely,
B = (0, 0, B), and choosing the vector potential within the
Landau gauge as A = (0, Bx, 0), we can write down the basic
commutation relations for the coordinate and momentum op-
erators, [Px, Py] = −ieh̄B and [P, f (r)] = −ih̄∇ f (r), where
f (r) is a function of coordinate r. The velocity operator can
be obtained as v = ∇PH = P

M . The stationary Schrödinger
equation of H0 is

H0|�〉 = E |�〉. (2)

One way to solve this problem is to introduce the ladder
operators a and a+ with the commutation relation [a, a+] = 1.
Then the components of mechanical momentum can be ex-
pressed as Px = h̄√

2lB
(a + a+) and Py = ih̄√

2lB
(a − a+), where

lB =
√

h̄
eB is the magnetic length. Similarly, the velocity oper-

ators are

v̂x = h̄√
2MlB

(a + a+),

v̂y = ih̄√
2MlB

(a − a+). (3)

The Hamiltonian H0 is expressed in terms of ladder opera-
tors as

H0 = h̄ωc

(
a+a + 1

2

)
+ p2

z

2M
+ V (z), (4)

where ωc = eB
M is the cyclotron frequency. As can be easily

seen from Eq. (4), H0 can be divided into two independent
parts h‖ and h⊥, which are

h‖ = p2
z

2M
+ V (z) (5)

and

h⊥ = h̄ωc
(
a+a + 1

2

)
. (6)

Therefore, we can obtain the eigenstates of h‖ and h⊥, respec-
tively, and the eigenstates of H0 are just given by them. From
the standard quantum mechanics textbook, e.g., Ref. [35],
the eigenstate of h⊥ can be represented by two quantum
numbers: the LL N and the guiding center X , which are the

eigenvalues of a+a and − l2
B
h̄ py. The eigenstate of h‖ is merely

one-dimensional Bloch waves, which can also be denoted by
two quantum numbers, the Bloch band number nb and the
quasiwavenumber kz. The allowed values that can be taken by
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these quantum numbers are N ∈ {0, 1, 2, . . .}, X ∈ {x|0 <=
x < Lx}, nb ∈ {1, 2, 3, . . .}, and kz ∈ {kz| − π

Z < kz <= π
Z }.

Denoting the complete set of quantum numbers as γ =
(N, X, nb, kz ) for convenience, we can acquire the eigensolu-
tion of H0: The eigenstate can be formally marked as |γ 〉 and
the corresponding eigenenergy is

Eγ = (
N + 1

2

)
h̄ωc + Enb,kz . (7)

In this eigenbasis, the velocity operators can be represented as

v̂x
γ ,γ ′ = h̄δγ ,γ ′√

2MlB
(
√

N + 1δN+1,N ′ + √
N ′ + 1δN,N ′+1),

v̂
y
γ ,γ ′ = ih̄δγ ,γ ′√

2MlB
(
√

N + 1δN+1,N ′ − √
N ′ + 1δN,N ′+1),

(8)

where γ = (X, nb, kz ), and we use the relations a+|N, γ 〉 =√
N + 1|N + 1, γ 〉, a|N, γ 〉 = √

N |N − 1, γ 〉, and
〈N, γ |N ′, γ ′〉 = δN,N ′δγ ,γ ′ . To obtain the Hall conductivity,
we mainly use the Kubo-Greenwood formula which can be
formally expressed as [36,37]

σi j = − igse2h̄

�

∑
εα 	=εβ

f (εα ) − f (εβ )

εα − εβ

〈α|v̂i|β〉〈β|v̂ j |α〉
εα − εβ − h̄ω + iη

, (9)

where εα and εβ are the eigenenergies corresponding to the
eigenstates |α〉 and |β〉 of the system, respectively, and gs is
a degeneracy factor. � = LxLyLz is the volume of the system.
f (εα ) and f (εβ ) are the Fermi-Dirac distribution functions,
defined as f (x) = 1/[e(x−EF )/kBT + 1], where EF is the Fermi
energy of the system. v̂i and v̂ j are the velocity operators and
η is the small positive value which can be regarded as the self-
energy arising from defects.

For the Hall conductivities at zero temperature, namely,
ω → 0, and for a clean system, η → 0+, Eq. (9) can be further
simplified as

σxy = 2gse2h̄

�

∑
N,N ′,γ

Im[〈N ′, γ |v̂x|N, γ 〉〈N, γ |v̂y|N ′, γ 〉]
(EN ′,γ − EN,γ )2 ,

(10)

where EN ′,γ < EF < EN,γ , and Im[c] is taking the imaginary
part of some complex number c. First, we substitute the matrix
elements of the velocities in Eq. (8) into Eq. (10). Second,
for the same γ , the eigenenergies only differ by the energy
of the Landau levels. That is, EN ′,γ − EN,γ = E⊥

N ′,X − E⊥
N,X =

(N ′ − N )h̄ωc. Third, the degeneracy of LLs is
∑

X 1 = LxLy

2π l2
B
.

Finally, with a periodic boundary condition in the z direction,∑
kz

· · · → Lz
2π

∫
dkz · · · . Finally, we get the expression for the

Hall conductivity,

σxy = gs
e2

2πh

(∑
N,nb

∫
E<EF

1dkz

)
. (11)

By taking gs = 1 for the nondegeneracy case, the result is
consistent with Halperin’s result [17].

To get a stable 3D QHE from the system, the gap of Landau
levels should be large enough, so that the first Landau level
Bloch band should be larger than the zeroth Landau level first
Bloch band, or E (N = 0, X, nb = 1, kz = ±π/Z ) < E (N =
1, X, nb = 1, kz = 0), which also means that the gap of the

nearest Landau levels is larger than the energy difference in
the first Bloch bands. In this case, there will be at least one
stable quantized Hall plateau.

B. Impurities, level broadening, and magnetoconductivities

To gain a further understanding of the 3D QHE system,
we need to obtain the vanishing TMCs accompanied by the
Hall plateaus. For the transverse electronic transport, namely,
E⊥B, noticing that the LLs do not disperse along the x or y
direction from Eq. (7), the electrons described by the Hamil-
tonian H0 cannot drift in the x-y plane. More specifically, we
look back to Eq. (9) and simplify it by taking the subscripts
j = i with h̄ω → 0, so

σii = −πgse2h̄

�

∑
εα 	=εβ

∂ f (εα )

∂εα

δ(εα − εβ )|〈α|v̂i|α〉|2. (12)

Combining Eq. (12) with Eq. (8), we can see that the diagonal
elements of the velocity terms of i = x and i = y will vanish
without impurities.

It is time that we pull in the random potential U (r) in-
duced by impurities and defects. Let us consider a randomly
distributed potential

U (r) =
Nimp∑
i=1

Uiu(r − Ri ), (13)

where Ui follows a binomial distribution with equal probabil-
ity to choose a value of −W or W , Ri is uniform randomly
distributed in the volume �, and Nimp is the number of impu-
rities.

For the static case ω → 0, a convenient derivation
of the Kubo-Greenwood formula is the so-called
Kubo-Bastin formalism [38]. Taking into account that
limη→0+ 1

(εα−ε)(εα−ε+iη) = limη→0+ d
dε

{ 1
εα−ε+iη }, Eq. (9) can be

written as [37]

σi j = −gse2h̄

2π�

∫
dε fF (ε)

× Tr

[
v̂i

∂G+
ε

∂ε
v̂ j�Gε − v̂i�Gεv̂ j

∂G−
ε

∂ε

]
, (14)

where we have used the definitions Tr[Ô] taking the
trace of the operator matrix Ô, and the one-body
Green’s function G(z) = 1

z−H , and also the relations [39]
δ(λ − H ) = − 1

2π i �Gλ = ∓ 1
π

Im G±
λ , �Gλ = (G+

λ − G−
λ ),

and G±
λ = G(λ ± i0+), with λ being a real number. Macro-

scopic physical quantities, e.g., transport conductivities, are
associated with averaged characteristics over the distribution
of impurities. For this reason, the conductivities introduced
by Eq. (14) must be averaged,

σi j = − gse2h̄

2π�

∫
dε fF (ε)

×
〈〈

Tr

[
v̂i

∂G+
ε

∂ε
v̂ j�Gε − v̂i�Gεv̂ j

∂G−
ε

∂ε

]〉〉
, (15)

where 〈〈· · · 〉〉 means taking the average over the random
potential.
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Assuming j = i, a more simple form of Eq. (15) is obtained
for the diagonal conductivity tensor [40],

σii = − gs
e2h̄

4π�

∫
dε

(
−∂ f (ε)

∂ε

)
×〈〈Tr[v̂i�Gεv̂i�Gε]〉〉. (16)

The averaged Green’s function Gs
ε (with s = ±) of the

electron interacting with a random scattering potential has
only nonzero diagonal elements in the LL representation. This
can be expressed as〈〈

XGs
ε(γ , γ ′)

〉〉 = Gs
ε(γ )δγ ,γ ′ . (17)

Below we consider the limit of the short-range scattering
potential, and neglect the vertex correction to the correlation
functions in Eq. (15). Combining Eqs. (14), (15), and (8), we
obtain TMC,

σxx = gs
e2(h̄ωc)2

4π2h

∫
dε

(
−∂ f

∂ε

) ∫
dkz

∑
N,nb

(N + 1)

× Re[G−
ε (nb, kz, N )�Gε(nb, kz, N + 1)], (18)

and the Hall conductivity,

σxy = gs
e2(h̄ωc)2

4π2h

∫
dε

∫
dkz

∞∑
N=0

∑
nb

(N + 1)

× Im

[
∂ f

∂ε
G−

ε (nb, kz, N )G+
ε (nb, kz, N + 1)

+ f (ε)

(
G+

ε (nb, kz, N )
∂G+

ε (nb, kz, N + 1)

∂ε

− ∂G+
ε (nb, kz, N )

∂ε
G+

ε (nb, kz, N )

)]
. (19)

In the self-consistent Born approximation (SCBA)
[40–42], we get

�s
ε(γ ) =

∑
γ ′

〈〈|Uγ ′,γ |2〉〉Gs
ε(γ ′), (20)

with

Gs
ε(γ ) = [ε − Eγ − �s

ε(γ )]−1. (21)

Here, Uγ ′,γ = 〈γ ′|U |γ 〉 are the matrix elements of the po-
tential U in the H0 eigenbasis. Let us transform the impurity
potential into Fourier series according to the standard relations

u(r) = 1

�

∑
q

uqeiq·r,

uq =
∫

dru(r)e−iq·r. (22)

The impurity-averaged binary potential correlation function
is [40]

〈〈U (r)U (r′)〉〉 = 1

�

∑
q

|uq|2nimpW
2eiq·(r−r′ ), (23)

where nimp is the impurity concentration, and we can see
the Fourier component of the averaged correction function is

w(q) = |uq|2nimpW 2. To obtain Eq. (20), we need to use the
following matrix element,

|〈γ |eiq·r|γ ′〉|2 = �N2N1

(
q⊥l2

B

2

)
δky,k′

y+qy

×|〈nb, kz|eiqzz|n′
b, k′

z〉|2, (24)

�N2N1 (ξ ) = N2!

N1!
ξN1−N2 e−ξ

[
LN1−N2

N2
(ξ )

]2
,

where q⊥ =
√

q2
x + q2

y , N1 = max (N, N ′), N2 = min (N, N ′),
and Lα

N (x) is the Laguerre’s polynomial. Here, we also assume
that the Bloch states are approximated as plane waves and this
is proper for a short-range impurity potential and weak peri-
odic potential. For a short-range impurity potential, w(q)  w

is independent of q. In this case, the self-energy in Eq. (20) is
independent of γ , and finally we arrive at [40]

�s
ε = w

2π l2
B

∑
N,nb

∫
dkz

2π
Gs

ε(kz, N, nb). (25)

The density of states (DOS) with level broadening (LB)
can be directly evaluated from Eq. (21) by using DLB(ε) =
−gs

1
π

∑
γ Im G+

ε (γ ). By using Eqs. (21), (25), and (19) it can
be transformed into [40]

σxx = gs
e2ωc

8π3

∫
dε

(
−∂ f (ε)

∂ε

)
(2�′′)2

(2�′′)2 + (h̄ωc)2

×
∫

dkz

∑
nb,N

ε − Enb,kz − �′

(ε − Eγ − �′)2 + (�′′)2 , (26)

and Eq. (19),

σxy = en

B
− gs

e2

8π3h̄

∫
dε

(
−∂ f (ε)

∂ε

)
(2�′′)3

(2�′′)2 + (h̄ωc)2

×
∫

dkz

∑
nb,N

ε − Enb,kz − �′

(ε − Eγ − �′)2 + (�′′)2 , (27)

where �′′ = Im �−
ε , �′ = Re �−

ε , and

n =
∫

dεDLB(ε) f (ε) = gs

πw

∫
dε�′′ f (ε). (28)

Equations (26) and (27) are the main results that we will use
later.

III. CALCULATIONS AND RESULTS
FOR KRONIG-PENNEY MODEL

As mentioned above, we have formally described the sys-
tem. Through the eigensolution of h‖, energy gaps will emerge
in the system with a periodic potential due to the Bragg’s
diffraction [43]. In order to show a specific result, we start
with the Kronig-Penney model with a periodic square-well
potential,

V (z) =
{

0, nZ < x < nZ + a,

V0, nZ + a < z < nZ + a + b.
(29)

Here, Z = a + b is the barrier period and V0 is the barrier
potential as shown in Fig. 1(a). Using the Bloch theorem
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FIG. 1. Properties of the Kronig-Penney model in a 1D periodic potential. (a) The periodic square-well potential defined in Eq. (29). (b) and
(c) The Bloch energy spectrum and the corresponding DOS. (d) and (e) The energy gaps as a function of parameters V0 and a, respectively.
Here, we set a/Z = 0.6, V0/t = 10, and t = h̄2

2MZ2 .

fkz (z + Z ) = eikzZ fkz (z), for eigenvalue E‖, we can draw up
the eigenfunction

fkz (z) =
⎧⎨
⎩

AeiKz + Be−iKz, 0 < z < a,

CeQz + De−Qz, −b < z < 0,

[CeQ(z−Z ) + De−Q(z−Z )]eikzZ , a < z < Z,

(30)

where E‖ = h̄2K2

2M and V0 − E‖ = h̄2Q2

2M . To get the constant
coefficients A, B,C, D, we utilize the boundary conditions
where the wave functions fkz and dfkz/dz are continuous at
z = 0 and z = a, namely,

⎧⎪⎪⎨
⎪⎪⎩

A + B = C + D,

iK (A − B) = Q(C − D),
AeiKa + Be−iKa = (Ce−Qb + DeQb)eikzZ ,

iK (AeiKa − Be−iKa) = Q(Ce−Qb − DeQb)eikzZ .

(31)

Equation (31) has nontrivial solutions only if the determinant
of the coefficients’ matrix vanishes, yielding

Q2 − K2

2QK
sinh Qb sin Ka + cosh Qb cos Ka = cos kzZ. (32)

Numerically solving Eq. (32), we learn the energy dispersion
relations between E‖

nb,kz
and kz in the first Brillouin zone as

depicted in Fig. 1(b). More clearly, the first two energy gaps
have been displayed in Figs. 1(d) and 1(e).

As for the density of states (DOS) of the Bloch bands,
denoting the left and right sides of Eq. (32) as fLHS(E‖) and
fRHS(kz ), respectively, and taking the derivative of both sides

of Eq. (32), we can calculate the DOS numerically by

D‖(E‖) ≡ Lz

2π

dkz

dE‖ = Lz

πZ

| f ′
LHS(E‖)|√

1 − f 2
LHS(E‖)

, (33)

where f ′
LHS(E‖) = dfLHS/dE‖, which is plotted in Fig. 1(c).

Next, we will study the system described by Hamiltonian H0.
From the simultaneous equations (7) and (32), we obtain the
energy bands as plotted in Fig. 2(a). The Hall conductivity
from Eq. (11) has been calculated for different Fermi levels
and magnetic fields as shown in Fig. 2(b). Making Eq. (33) go
further, we can get the DOS,

D(E ) = LxLy

2π l2
B

∑
N

D‖
[

E −
(

N + 1

2

)
h̄ωc

]
. (34)

The Hall conductivity and the corresponding DOS have been
collected in Figs. 2(c) and 2(d).

By using Eqs. (21) and (25)–(27), TMC and Hall con-
ductivities can be evaluated due to LB. Furthermore, the
magnetoresistivities are calculated with the relations

ρxx = σxx

σ 2
xx + σ 2

xy

, (35)

and

ρxy = σxy

σ 2
xx + σ 2

xy

. (36)

The results of magnetoresistivities ρxx and ρxy varying with
magnetic field are shown in Fig. 3. For a large periodic po-
tential or high Fermi level, 3D QHE remains robust against
impurities. However, when the periodic potential is small and
the Fermi energies are low, ρxx and ρxy become subtle.
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FIG. 2. Results of Landau level, Hall conductivity, and corresponding DOS. (a) The energy spectrum includes three Landau levels that
are plotted where we take h̄ωc/t = 20. (b) The contour lines of Hall conductivity in units of σ 0

xy with varying h̄ωc and Fermi level EF . The
Hall plateaus lie exactly in the blank white space enclosed by black solid contour lines and the numbers 0, 1, 2, 3 superimposed on the black
solid contour lines denote the quantized values of Hall conductivity. The Hall conductivity and the corresponding DOS in units of DOS0 as
a function of (c) EF for h̄ωc/t = 20 and (d) h̄ωc for EF /t = 30. The black dashed lines in (b) correspond to the cross sections in (c) and (d).
Here, we set σ 0

xy = gs
e2

2πh
2π

Z , DOS0 = �

πZ3t
, and the other parameters are the same as in Fig. 1.

IV. DISCUSSION AND CONCLUSION

Now we will discuss the above results. First, as is revealed
in Fig. 1(b), the energy gap can be opened when a periodic
potential is applied in the z direction. As the “strength” of the
square-well potential increases, the gaps increase linearly, as
Fig. 1(d) depicts. Interesting, what Fig. 1(e) presents is that
the gaps may reach an extreme value when the width of the
square-well potential is about half of its period Z .

In Fig. 2(a), we can see that when the parameters V0, a, and
B, are chosen properly, the second Landau band may above
the energy appear in Bloch bands in the first Landau band,
which means robust Hall plateaus may appear. In Fig. 2(b), we
take the time to search for the places where the plateaus may
appear by modulating the Fermi energy and magnetic field.
From this figure, we find that there will be Hall plateaus in the
blank region enclosed by the black solid contour lines. It is
also possible that two plateaus appear when the magnetic field
and Fermi energy are both large enough. Figures 2(c) and 2(d)
visualize the correspondence very well. The DOS vanishes
when a Hall plateau appears. From the oscillating DOS, we
can infer that there exist similar oscillations of TMCs.

Besides manifesting the existence of the 3D QHE, the
effect of the impurities has to be taking into considera-
tion. As impurities are unavoidable experimentally, they have
non-negligible effects on transverse magnetotransport, which
is in fact a scattering-associated process. In Figs. 3(a) and
3(b), we show the information of the spectrum and Fermi
energies, which correspond to Figs. 3(c)–3(f), respectively.
Figures 3(c)–3(f) show the TMRs ρxx and Hall resistivities
ρxy varying with magnetic field B by taking different impurity
strengths. All the results in Figs. 3(c)–3(f) are calculated to
quantum limit regimes. First, from the results we can see that
the minimum TMRs ρxx always show up in the quantum limit,

and this result tells us the finite minimum TMRs ρxx cannot
be used as a unique signature of 3D QHE as been observed in
recent experiments [30–32,34]. Second, Figs. 3(c)–3(f) show
that ρxx will increase as the impurities increase, and this
indicates that the minimum TMRs ρxx will become finite as
the impurities increase when the periodic potential is not so
strong. In Figs. 3(c)–3(e) the energy spectrum remains the
same with different typical Fermi energies. In Fig. 3(c), we
take the Fermi energy being slightly below the energy gap
in the first Bloch band. In this case, the TMRs and Hall
resistivities show similar signatures when comparing to the
normal 3D electron gas in a magnetic field. In this regime, the
so-called QQHE appears [34], and as the impurities become
stronger, the quasiquantized plateaus become more quantized
in the quantum limit, but also the TMRs will become larger.
Figure 3(d) shows even more interesting results where we take
the Fermi energy slightly above the energy gap in the second
Bloch band. The quantized Hall plateaus do not appear, which
is not so obvious physically. In this case only QQHE appears,
and it is hard to distinguish between the cases of a periodic
system and a normal 3D electron gas as in Fig. 3(c). This
result makes the case even more complex so that the answer
to whether or not 3D QHE can be properly observed exper-
imentally in the periodic system becomes unclear. When the
Fermi energy increases further, the 3D QHE will emerge, and
will be robust to weak impurities. But even in this regime,
the situation becomes subtle when the impurities become
strong enough as depicted in Fig. 3(e) when w/w0 = 4.0.
The quantized plateau will evolve into a slope and vanishing
TMRs become finite. This can be understood as an effect of
level broadening. In fact, the level broadening ε̄ due to the
impurities has a close relation with w, and it can be expressed
as [44] ε̄ = h̄/τsc = πwDLB. After some calculation, we can
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FIG. 3. Influence of the white noise impurities on the Hall resistivities and the TMRs. (a) and (b) show the energy spectrum along the z
direction given by different periodic potentials V0. In (a), V0/t = 5, a/Z = 0.5, and E (c)–(e)

F correspond to the Fermi energies used in (c)–(e),
respectively. In (b), V0/t = 120, a/Z = 0.5, and E (f)

F correspond to the Fermi energy used in (f). (c)–(f) show the magnetoresistivities ρxx and
ρxy, varying with magnetic field B at different disorder strengths w/w0 with w0 = t2Z3. The left y axis represents ρxx and the right y axis
represents ρxy. Here, we denote ρ0 = h

e2
Z
gs

, and B0 = Mt
h̄e .

estimate that ε̄/t ∼ 5 at w/w0 ∼ 4, and the magnitude of the
gap δE/t ∼ 5. In Fig. 3(d), we refer to these regimes as low
Fermi energy regimes, and the QQHE appear just because the
initial Fermi energy is low. In Fig. 3(e), the disappearance
of 3D QHE is due to the strong impurities compared to the
energy gap.

In Fig. 3(f), we take a large periodic potential V0 and the
results are similar to those of the bulk Hall effect in the
artificial superlattice system in Ref. [29]. As a matter of fact,
the parameters used here are mainly estimated from those in
Ref. [29], and we find the artificial superlattice is more likely
to construct a larger layer periodic barrier potential. From our
results, we see that the larger periodic potential will result in
a larger energy gap and more robust 3D QHE. This makes
the artificial superlattice an ideal platform for engineering
and studying 3D QHE compared with the natural materi-
als in which the spontaneous periodic potential is probably
weak.

From the above discussions and results, we conclude that
in a periodic system with either a CDW- or SDW-type or
superlattice-type periodic potential, the 3D QHE can appear
by tuning the system parameters properly. A more detailed

study shows that distinguishing between QQHE and 3DQHE
is not so clear just from the signatures of TMRs and Hall
resistivities. The finite minimum values of ρxx together with
quasiquantized Hall plateaus can emerge from four different
cases. The first one is the normal 3D electron gas without
impurities in the vicinity of the quantum limit as shown in
Ref. [34]. The second one is a multiband explanation as
argued in Refs. [31,32]. We show two mechanisms, which
are the “low” Fermi energy mechanism when the Fermi en-
ergy is in or slightly above the Bloch gap and the “strong”
impurity effect when the LL broadening is comparable with
the Bloch band gap. According to our conclusions, maybe
other experimental methods should be considered to ascertain
whether spontaneous periodicity exists in the system, such
as performing a scanning tunneling measurement (STM) on
the surface of the x-z or y-z plane to search for the periodic
CDWs, etc. Also, we argue that the artificial superlattice can
be engineered to be an ideal platform for studying 3D QHE
properties, as the large layer barrier periodic potential can be
manually fabricated.

The code and data used to produce the figures are available
online [45].
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