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The self-energy method for quantum impurity models expresses the correlation part of the self-energy in
terms of the ratio of two Green’s functions and allows for a more accurate calculation of equilibrium spectral
functions than is possible directly from the one-particle Green’s function [Bulla et al., J. Phys.: Condens. Matter
10, 8365 (1998)], for example, within the numerical renormalization group method. In addition, the self-energy
itself is a central quantity required in the dynamical mean field theory of strongly correlated lattice models.
Here, we show how to generalize the self-energy method to the time-dependent situation for the prototype model
of strong correlations, the Anderson impurity model. We use the equation-of-motion method to obtain closed
expressions for the local Green’s function in terms of a time-dependent correlation self-energy, with the latter
being given as a ratio of a one-particle time-dependent Green’s function and a higher-order correlation function.
We benchmark this self-energy approach to time-dependent spectral functions against the direct approach within
the time-dependent numerical renormalization group method. The self-energy approach improves the accuracy
of time-dependent spectral function calculations, and the closed-form expressions for the Green’s function allow
for a clear picture of the time evolution of spectral features at the different characteristic time scales. The self-
energy approach is of potential interest also for other quantum impurity solvers for real-time evolution, including
time-dependent density matrix renormalization group and continuous-time quantum Monte Carlo techniques.
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I. INTRODUCTION

Understanding the time evolution and nonequilibrium dy-
namics of quantum impurity systems is relevant to diverse
areas of physics, including transport through quantum dots
[1,2], time-resolved spectroscopy of correlated systems within
nonequilibrium dynamical mean field theory [3–5], and quan-
tum impurities in optical lattices [6,7]. A large number of
methods have been developed to address time evolution in
these systems, including functional renormalization group [8],
time-dependent numerical renormalization group (TDNRG)
[9–12], time-dependent density matrix renormalization group
(TD-DMRG) [13,14], flow equation [15], and continuous-
time quantum Monte Carlo (CT-QMC) [16] methods. In this
paper we focus on the TDNRG approach and generalize the
self-energy approach to equilibrium spectral functions within
the numerical renormalization group (NRG) [17] to time-
dependent situations within the TDNRG approach.

In previous work [18,19], we demonstrated the ability of
the TDNRG method [9,10] in calculating dynamical quan-
tities for the time-dependent Anderson impurity model. In
particular, the time-dependent spectral function A(ω, t ) was
investigated using several different definitions of the reference
time t describing the transient dynamics to the long-time limit
t → ±∞. More specifically, spectral functions with reference
times T = t1, T = t2, and T = (t1 + t2)/2 (average, or Wigner
time) were considered, with ω being the frequency result-
ing from a Fourier transform on the relative time difference
τ = t1 − t2 of the corresponding retarded two-time Green’s

function G(t1, t2). Different definitions are of relevance to
either transport through quantum dots [20] or time-resolved
photoemission spectroscopy [5,21]. The calculations made
manifest how the charge and spin fluctuation time scales of the
Anderson model appear in the time-resolved spectral function
and in the time-resolved photoemission intensity following
a quench of the local level from an initial- to a final-state
position and within the Kondo regime. For example, the satel-
lite peak of the local level starts to change its position as
a result of the quench on a time scale corresponding to the
coupling energy (�) between the impurity and the conduction
electrons (h̄/�), and the Kondo resonance, while starting to
form already at short times, only fully develops on a time
scale corresponding to h̄/kBTK, where kBTK is the Kondo scale
[18,19,22].

The main advantages of the TDNRG for time-resolved
spectral functions are that it is nonperturbative, capturing
correctly both low- and high-energy scales, applies to in-
finite times (in contrast to CT-QMC [16] and TD-DMRG
[13,14]), and yields time-dependent spectral functions on the
real frequency axis and at zero or finite temperature. One
disadvantage of the TDNRG is that the use of a Wilson
chain results in imperfect thermalization in the long-time limit
[19,23,24].

While the TDNRG provides numerical results that give
an overall correct picture of the time evolution of the
spectral function of the Anderson impurity model, further
improvements are desirable, particularly if one aims to ap-
ply the TDNRG approach as an impurity solver within
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nonequilibrium dynamical mean field theory [3,4]. For equi-
librium (time-independent) systems, one such improvement,
the self-energy method for calculating spectral functions [17],
has proven particularly useful. Within this approach, the
spectral function A(ω) = −Im[G(ω)]/π of the local Green’s
function G(ω) is determined not via the NRG through the
usual Lehmann representation [25–29], but indirectly via the
NRG by first calculating the correlation self-energy �(ω) as
a ratio of a one-particle Green’s function and a higher-order
correlation function [17], and then using this, together with the
one-particle broadening function �(ω), as input to a spectral
function calculation,

A(ω) = − 1

π
Im

[
1

ω − εd − �(ω) − �(ω)

]
, (1)

where εd is the local level position in the Anderson model.
This approach has a number of advantages over the direct
calculation. Thus the true width of the satellite peaks in
A(ω) is better described, and the Friedel sum rule is satisfied
essentially exactly. In addition, the correlation self-energy,
calculated as a ratio of a one-particle Green’s function and
a higher-order correlation function, is also improved over that
obtained directly from the Green’s function G(ω) by inversion
[17]. For these reasons, in this paper we are interested in
deriving an analogous representation for the time-dependent
case, in which the local Green’s function is expressed in terms
of a time-dependent correlation self-energy.

So far, studies on nonequilibrium systems have been
largely based on the work of Kadanoff and Baym [30], in
which the equation of motion (EOM) is used to derive ex-
pressions for the one-particle Green’s function. By using the
Dyson relation, the one-particle Green’s functions are the
solutions of integrodifferential equations which include the
self-energy functions. The latter equations are equivalent to
the Keldysh formulation with the integral along the Keldysh
contour [31,32]. These works are useful in many contexts,
for example, in perturbative approaches to the nonequilibrium
problem [33] and in extending impurity solvers to nonequilib-
rium for applications within nonequilibrium dynamical mean
field theory [4].

In this paper, instead of following the Keldysh-Baym-
Kadanoff formulation, we start with the EOM of the two-time
Green’s functions, in which the one-particle Green’s function
is expressed in terms of the higher-order correlation func-
tion [34]. This is motivated by the fact that nonperturbative
methods, e.g., the NRG [35] and the continuous-time quan-
tum Monte Carlo method [16], can easily calculate also the
higher-order correlation function. By applying the Fourier
transformation on the relative time τ , we have the Green’s
function expressed as the solution of an ordinary differential
equation (ODE) where the time-dependent self-energy func-
tion is the ratio between the one-particle Green’s function and
the higher-order correlation function. From this, we obtain the
analytic form of the time-dependent Green’s function. For the
noninteracting case, we calculate directly the spectral function
from the analytic form, while in the interacting case, the spec-
tral function is calculated with the time-dependent self-energy
extracted from the TDNRG. The comparison between the
spectral functions in the noninteracting and interacting cases

allows for a more detailed understanding of the origins of
spectral features.

The outline of the paper is as follows. Section II presents
the formalism, starting with a description of the model and
the Green’s function considered (Sec. II A), followed by the
equations of motion for the latter (Sec. II B), the transforma-
tion of these to center-of-mass and relative-time coordinates,
and the solutions of these equations, resulting in closed ex-
pressions for the Green’s functions at positive and negative
times (Sec. II C). For the noninteracting case, explicit analytic
results for these Green’s functions are obtained (Sec. II D).
In Sec. III we present numerical results using the above
formalism, starting with the time-dependent self-energies cal-
culated either directly within the TDNRG approach or within
the above formalism. We analyze the respective differences
within the two approaches in Sec. III A. Section III B consid-
ers a level quench on both the interacting and noninteracting
model and compares their respective time-dependent spectral
functions. An approximate calculation of elastic and inelastic
scattering rates is also provided and used to discuss the de-
gree of validity of the Friedel sum rule at various times. We
conclude with a summary and outlook in Sec. IV. Technical
Appendixes on the wide-band limit, used in obtaining the
closed expressions for the Green’s functions as solutions of
the ODEs in Sec. II C, and the details of the ODE solvers
used in the calculations are given in Appendixes A and B.
A detailed comparison between the results of the analytic
expressions and the TDNRG method for the noninteracting
case is shown in Appendix C.

II. FORMALISM

A. Model

We consider the time-dependent Anderson impurity
Hamiltonian

H (t ) =
∑

σ

εd (t )ndσ + U (t )nd↑nd↓ +
∑
kσ

εkc+
kσ ckσ

+
∑
kσ

Vkd (t )(c+
kσ dσ + H.c.), (2)

where εd (t ), U (t ), and Vkd (t ) are the time-dependent local
level, Coulomb repulsion, and hybridization matrix element,
respectively. The retarded two-time Green’s function that we
are interested in is defined as

GBC (t1, t2) = −i
(t1 − t2)〈{B̂(t1), Ĉ(t2)}〉, (3)

where B and C can be any local operators, although for our
purposes in this paper we shall take B = dσ = C†.

B. Equation of motion

The time evolution of an operator is given by the equa-
tion i ∂A(t )

∂t = [A(t ), Ĥ (t )]. Using the Hamiltonian defined in
Eq. (2) and the definition of the retarded Green’s function
in Eq. (3), we have the EOM of this Green’s function with
respect to the first time t1,

i
∂Gσ

d (t1, t2)

∂t1
= δ(t1 − t2) + εd (t1)Gσ

d (t1, t2) + U (t1)F σ
d (t1, t2)

+
∑

k

Vdk (t1)Gσ
kd (t1, t2), (4)
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where the higher-order correlation function F σ
d (t1, t2) appear-

ing on the right-hand side of (4) is given by

F σ
d (t1, t2) = − i
(t1 − t2)〈{[dσ d+

σ̄ dσ̄ ](t1), d+
σ (t2)}〉. (5)

Similarly, the EOM of the retarded Green’s function with
respect to the second time t2 reads

i
∂Gσ

d (t1, t2)

∂t2
= −δ(t1 − t2) − εd (t2)Gσ

d (t1, t2)

− U (t2)F̃ σ
d (t1, t2)

−
∑

k

Vkd (t2)Gσ
dk (t1, t2), (6)

where the higher-order correlation function F̃ σ
d (t1, t2) on the

right-hand side of Eq. (6) is given by

F̃ σ
d (t1, t2) = −i
(t1 − t2)〈{dσ (t1), [d+

σ d+
σ̄ dσ̄ ](t2)}〉. (7)

Finally, the equations of motion for the Green’s
function Gσ

kd (t1, t2) = −i
(t1 − t2)〈{ckσ (t1), d+
σ (t2)}〉 and

Gσ
dk (t1, t2) = −i
(t1 − t2)〈{dσ (t1), c+

kσ
(t2)}〉 appearing on the

right-hand side of (4) and (6) are

i
∂Gσ

kd (t1, t2)

∂t1
=εkσ Gσ

kd (t1, t2) + Vkd (t1)Gσ
d (t1, t2), (8)

i
∂Gσ

dk (t1, t2)

∂t2
= − εkσ Gσ

dk (t1, t2) − Vdk (t2)Gσ
d (t1, t2). (9)

For the time-independent case U (t ) = U, εd (t ) = εd and
Vkd (t ) = Vkd , the above Green’s functions depend only on the
time difference τ = t1 − t2, and the self-energy method of
Bulla et al. [17] can be recovered by considering the Fourier
transforms of the above equations,

ωGσ
d (ω) =1+ εd Gσ

d (ω)+ UF σ
d (ω)+

∑
k

Vkd Gσ
kd (ω), (10)

ωGσ
kd (ω) =εkGσ

kd (ω) + Vkd Gσ
d (ω), (11)

which yield

Gσ
d (ω) = 1

ω − εd − �(ω) − �σ (ω)
, (12)

with �σ (ω) = UF σ
d (ω)/Gσ

d (ω) being the equilibrium corre-
lation self-energy and �(ω) = ∑

k |Vkd |2/(ω − εk ) being the
hybridization function [17]. As shown in Ref. [17], by first
evaluating �σ (ω) from an NRG calculation of F σ

d and Gσ
d

(through their usual Lehmann representations) and then sub-
stituting the calculated �σ (ω) and the known �(ω) back into
Eq. (12), a more accurate spectral function (1) is obtained than
from an NRG calculation of Gσ

d alone. The following section
generalizes this approach to the time-dependent case.

C. Center-of-mass and relative-time coordinates and
sudden quench

In the previous study [19], we show that the Green’s func-
tion defined with average time is relevant to the time-resolved
photoemission spectroscopy observation; therefore, in this pa-
per, we derive the analytic form of the Green’s function with
average time. The time transformation is defined such that

(t1 + t2)/2 = T and t1 − t2 = τ . Due to this transformation,
we have the relations

∂

∂t1
+ ∂

∂t2
= ∂

∂T
, (13)

1

2

(
∂

∂t1
− ∂

∂t2

)
= ∂

∂τ
. (14)

In the following, we consider the system in response to a
sudden quench given by εd (t ) = θ (−t )εi

d + θ (t )ε f
d , U (t ) =

θ (−t )U i + θ (t )U f , and Vkd (t ) = θ (−t )V i
kd + θ (t )V f

kd . Using
Eqs. (13) and (14), we have Eqs. (4)–(9) equivalent to[

i
∂

∂τ
+ i

∂

2∂T
− εd (T + τ/2)

]
Gσ

d (T, τ )

= δ(τ ) +
∑

k

Vdk (T + τ/2)Gσ
kd (T, τ )

+ U (T + τ/2)F σ
d (T, τ ), (15)[

i
∂

∂τ
− i

∂

2∂T
− εd (T − τ/2)

]
Gσ

d (T, τ )

= δ(τ ) +
∑

k

Vkd (T − τ/2)Gσ
dk (T, τ )

+ U (T − τ/2)F̃ σ
d (T, τ ), (16)[

i
∂

∂τ
+ i

∂

2∂T
− εkσ

]
Gσ

kd (T, τ ) = Vkd (T + τ/2)Gσ
d (T, τ ),

(17)[
i

∂

∂τ
− i

∂

2∂T
− εkσ

]
Gσ

dk (T, τ ) = Vdk (T − τ/2)Gσ
d (T, τ ).

(18)

Solving Eqs. (15) and (17) for positive times T > 0, and
Eqs. (16) and (18) for negative times T < 0, in the wide-band
limit (see Appendix A), we have

[
ω − ε

f
d − � f (ω)

]
Gσ

d (T, ω) + i
∂

2∂T
Gσ

d (T, ω)

= 1 + U f F σ
d (T, ω) (19)

at T > 0, with � f (ω) = −iπ |V f |2ρ = −i� f , and

[
ω − εi

d − �i(ω)
]
Gσ

d (T, ω) − i
∂

2∂T
Gσ

d (T, ω)

= 1 + U iF̃ σ
d (T, ω) (20)

at T < 0 with �i(ω) = −iπ |V i|2ρ = −i�i. Equations (19)
and (20) are first-order inhomogeneous ordinary-differential
equations with a boundary condition at T = 0 given by adding
Eqs. (19) and (20),[

ω − ε
f
d + εi

d

2
− � f (ω) + �i(ω)

2

]
Gσ

d (T = 0, ω)

= 1 + U f

2
F σ

d (T = 0, ω) + U i

2
F̃ σ

d (T = 0, ω). (21)

We define the self-energy function for positive times T > 0
by �σ (T, ω) = U f F σ

d (T, ω)/Gσ
d (T, ω) and for negative times
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T < 0 by �̃σ (T, ω) = U iF̃ σ
d (T, ω)/Gσ

d (T, ω). Then the solu-
tions of Eqs. (19) and (20) are as follows:

Gσ
d (T > 0, ω) = e2i

∫ T
0 [ω−ε

f
d −� f (ω)−�σ (T1,ω)]dT1 g(ω)

− 2i
∫ T

0
e2i

∫ T
T1

[ω−ε
f
d −� f (ω)−�σ (T2,ω)]dT2 dT1,

(22)

Gσ
d (T < 0, ω) = e−2i

∫ T
0 [ω−εi

d −�i (ω)−�̃σ (T1,ω)]dT1 g(ω)

+ 2i
∫ T

0
e−2i

∫ T
T1

[ω−εi
d −�i (ω)−�̃σ (T2,ω)]dT2 dT1,

(23)

with

g(ω) = Gσ
d (T = 0, ω)

=
[
ω − ε

f
d + εi

d

2
− � f (ω) + �i(ω)

2

−�σ (T = 0, ω) + �̃σ (T = 0, ω)

2

]−1

. (24)

Equations (22) and (23) are the analytic forms of the
Green’s function at positive and negative times. So with the
given self-energy functions, one may determine the Green’s
function via these equations using the numerical solvers pre-
sented in detail in Appendix B. In the long-time limits, we
have

Gσ
d (T → +∞, ω)

= [
ω − ε

f
d − � f (ω) − �σ (T → +∞, ω)

]−1
, (25)

Gσ
d (T → −∞, ω)

= [
ω − εi

d − �i(ω) − �̃σ (T → −∞, ω)
]−1

, (26)

in which the first equation gives the equilibrium final-state
Green’s function, while the second equation returns the initial-
state Green’s function.

D. Noninteracting case

In the noninteracting case, U i = U f = 0 and then � =
�̃ = 0, we obtain closed analytic expressions for the Green’s
functions from Eqs. (22) and (23)

Gσ
d (T > 0, ω) = 1 − e2i[ω−ε

f
d −� f (ω)]T

ω − ε
f
d − � f (ω)

+ e2i[ω−ε
f
d −� f (ω)]T

ω − ε
f
d +εi

d
2 − � f (ω)+�i (ω)

2

, (27)

and

Gσ
d (T < 0, ω) = 1 − e−2i[ω−εi

d −�i (ω)]T

ω − εi
d − �i(ω)

+ e−2i[ω−εi
d −�i (ω)]T

ω − ε
f
d +εi

d
2 − � f (ω)+�i (ω)

2

. (28)

Apparently, the time-dependent Green’s function at positive
times is a superposition between the Green’s functions of the
final state and intermediate state, while that at negative times
it is a superposition between the Green’s functions of the
initial state and intermediate state. The time-evolution factor
involves the energy scales of either the initial or the final
state depending on whether the time lies before or after the
quench. For time reference defined via T = t1, a similar form
for the Green’s function can be found elsewhere [20], while
the derivation for the definition with T = t2 is easily carried
out by following the steps in this section.

III. NUMERICAL RESULTS

Below we first compare numerical results for the self-
energy obtained either directly from the TDNRG retarded
Green’s function (Sec. III A) or indirectly as a time-dependent
correlation self-energy involving a ratio of a one-particle
Green’s function and a higher-order correlation function and
discuss the errors involved for the cases T = 0 and T =
±∞. Results using the time-dependent correlation self-energy
are then shown for all times. In Sec. III B, we use the
time-dependent self-energies to calculate the time-dependent
spectral function of the Anderson model in response to a
quench, comparing also with results for the noninteracting
case. In order to benchmark our results against those from
a direct calculation of the time-dependent spectral function
[19], we shall consider the same symmetric quench as that
used in Ref. [19], i.e., εd (t ) = θ (−t )εi

d + θ (t )ε f
d , with εi

d =
−0.015 and ε

f
d = −0.006, U (t ) = θ (−t )U i + θ (t )U f with

Ui = 0.03 and Uf = 0.012, and constant equal hybridization
functions in initial and final states i�i(ω) = �i = i� f (ω) =
� f = � = πρV 2 = 0.001, where the half bandwidth D = 1
is the unit of energy. Therefore the Kondo temperature of the
system is T i

K = 3 × 10−8 in the initial state and TK = 2.5 ×
10−5 in the final state. In the following we shall show spectra
as a function of ω/TK, for both interacting and noninteracting
cases (for the noninteracting case only high-energy peaks are
present).

A. Self-energy function

In Sec. II B, closed expressions were derived for the
time-dependent retarded Green’s function, at positive and
negative times, in terms of corresponding time-dependent
self-energies. However, the self-energy functions themselves
have no closed analytic form, but can be determined numer-
ically. In this paper, we use the TDNRG for the numerical
calculations.

We here first assess the accuracy of two different ways
of extracting the self-energy functions, either (i) by invert-
ing Eqs. (22) and (23) for a given Gσ

d (T, ω) to obtain the
self-energies or (ii) by directly evaluating them within TD-
NRG via the definitions �σ (T, ω) = U f F σ

d (T, ω)/Gσ
d (T, ω)

and �̃σ (T, ω) = U iF̃ σ
d (T, ω)/Gσ

d (T, ω). We also discuss how
the two approaches affect the accuracy of the resulting one-
particle Green’s function. For simplicity, we only compare
here the self-energy functions for times T = −∞, 0, and
+∞, since at these times, the inversion in approach (i) simply
reduces to inverting the algebraic equations (24)–(26).
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Considering a value calculated by TDNRG having a form
of A = Ā + δA, with Ā being the expected value and δA being
the absolute error, we have the error of the self-energy func-
tion calculated in the first approach as

δ�1 = 1

Ḡ
− 1

G
= δG

GḠ
, (29)

while in the second way the error is given by

δ�2 = � − �̄ = U
F

G
− U

F̄

Ḡ
= U

δFḠ − δGF̄

GḠ
. (30)

The ratio of the errors in the self-energy calculated in the two
approaches δ�2/δ�1 can be expressed in terms of relative
errors of F and G as

δ�2

δ�1
= UF̄

δF
F̄ − δG

Ḡ
δG
Ḡ

. (31)

Since F and G are calculated in the same way in TD-
NRG, their relative errors are similar; hence the numerator
in Eq. (31), which subtracts comparable relative errors, can be
considerably smaller than the relative error in the denominator
[note that the prefactor, UF̄ , in (31) is of O(1) for U → ∞, as
can be verified, for example, in the zero-bandwidth limit � →
0]. Therefore, in the subtraction appearing in the numerator in
Eq. (30), the error in the second approach can be significantly
reduced [17]. Hence, using the self-energy function calculated
by the second way to calculate Gσ

d (T, ω) may also give more
accurate results than calculating Gσ

d (T, ω) directly within the
TDNRG.

For a more detailed understanding, we show the self-
energy functions calculated in the two approaches at the
different times in Fig. 1. In Figs. 1(a) and 1(c), the self-
energies calculated by the first approach via G are shown,
whereas in Figs. 1(b) and 1(d) those calculated by the second
approach via G, F , and F̃ are shown [37]. We see that the
results of the first approach show deviations from the ex-
pected value of zero at large frequencies, which are similar
for the different times considered. In contrast, the results from
the second approach show the convergence to the correct
value at the large frequencies. The results are consistent with
the error analysis from Eqs. (29) and (30). At low frequencies,
the difference between the self-energy functions at T = −∞
calculated via the two approaches is not visible, and the same
holds for the self-energy functions at T = +∞. In contrast,
differences between the self-energy functions calculated in the
two approaches become evident at finite times, illustrated here
for T = 0.

In Fig. 1(e), we show the imaginary parts of the Green’s
functions calculated directly by the TDNRG [whose inver-
sion, as discussed in the first approach above, yields the
self-energy function shown in Figs. 1(a) and 1(c)]. At high
frequencies |ω| � U i, f /2, spurious peaks in the Green’s
function are seen, which are directly related to the above-
mentioned deviations of the self-energy functions at these
frequencies. In Fig. 1(f), we show the imaginary parts of the
Green’s functions calculated from the self-energy functions
shown in Figs. 1(b) and 1(d) obtained within the second
approach. In Fig. 1(f), the peaks observed in Fig. 1(e) do
not appear, because the error of the self-energy functions at
the high frequencies is reduced according to Eq. (30). At
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FIG. 1. The real and imaginary parts of the self-energy func-
tions calculated only from G in (a) and (c) and from G, F , and
F̃ in (b) and (d) at T = 0, +∞, and −∞. Note that the Hartree
term U (T )〈nd σ̄ (T )〉 has been subtracted from the real parts of the
self-energy. In (e) and (f), the normalized imaginary part of the
Green’s functions at T = 0, +∞, and −∞ are calculated directly
by TDNRG and through the self-energy functions shown in (b) and
(d). The vertical dashed lines, from left to right, indicate the position
of T i

K, |ε f | = U f

2 , and |εi| = U i

2 . The symmetric quench described
at the beginning of Sec. III is used. The TDNRG calculations use
as discretization parameter � = 4, z averaging [36] with Nz = 32,
and a cutoff energy Ecut = 24. The Lorentzian broadening scheme is
used with the broadening width η = b|Em

rs |, where b = 1/Nz and Em
rs

is the excitation energy (the supplementary material of Ref. [18]).
The average time T should not be confused as the temperature. All
calculations here, and in later figures, are at zero temperature.

low frequencies, the difference between the Green’s functions
calculated by the TDNRG directly and calculated via the self-
energy functions is evident. At T = −∞ and +∞, the Friedel
sum rule is better satisfied in the latter calculations than in
the former [compare Figs. 1(e) and 1(f)]. In particular, the
violation of the sum rule of the spectral function in Fig. 1(f)
is 2% at T = −∞ and 10% at T = +∞. A “violation” of this
sum rule is evident at short times T = 0, a point we return to
in the next section.

We can see that the self-energy function calculated as
a ratio between the one-particle Green’s function and the
higher-order correlation function shows higher accuracy than
that from the calculation via the one-particle Green’s function
only. Consequently, the one-particle Green’s function calcu-
lated from the self-energy is more precise than that calculated
directly via the TDNRG.
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FIG. 2. (a) and (b) The imaginary part of the self-energy: Im[�̃σ ]
at T < 0 and Im[�σ ] at T > 0, normalized by multiplying with
π�/(U i )2 and π�/(U f )2, respectively. (c) and (d) show the real
part of the self-energy with the Hartree term subtracted out, i.e.,
Re[�̃σ ] − 〈ndσ (T )〉U i at T < 0 and Re[�σ ] − 〈ndσ (T )〉U f at T >

0. Since the system is kept at particle-hole symmetry, we have
that 〈ndσ (T )〉 = 0.5. Dashed vertical lines indicate T = ±1/� ≈
±1/40TK and T = ±1/T i

K ≈ ±800/TK. Quench and TDNRG pa-
rameters are as in Fig. 1.

In Fig. 2, we show the self-energy functions calculated
as the ratio of F (ω, T ) and G(ω, T ) for all times, both
positive and negative. The self-energy at positive frequen-
cies is not shown in the figure; however, since the system
is kept at particle-hole symmetry, the self-energy func-
tion satisfies Im[�σ (ω)] = Im[�σ (−ω)] and Re[�σ (ω)] =
−Re[�σ (−ω)]. We see that, at ω → ±∞, the self-energy
function converges to the correct value, which is Im[�σ ] = 0
and Re[�σ ] − U (T )〈nd σ̄ 〉 = 0. One also observes the addi-
tional sign change of the real part of the self-energy at finite
frequency (in addition to the usual one at ω = 0), a character-
istic feature of strong correlations [17]. The imaginary part of
the self-energy is generally negative for long times and for not
too low frequencies [Fig. 2(a)]. Positive regions are observed
for time scales and frequencies where spectral weight is being
rearranged (see next section), such as for |T | � 1/� when
the local level is shifting between the initial- and final-state
positions, or on longer time scales and low energies |ω| � TK

due to the buildup of the final-state Kondo resonance (or
the destruction of the initial-state Kondo resonance at long
negative times).

B. Noninteracting case versus interacting cases

Using Eqs. (27) and (28), we directly calculate the
time evolution of the spectral function, A(ω, T ) =
−Im[G(ω, T )]/π , following a quench on the local
level given by εd (T ) = θ (−T )εi

d + θ (T )ε f
d in the
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FIG. 3. (a) and (b) The normalized spectral function,
π�A(ω, T ), in the noninteracting case calculated from the
analytic equations (27) and (28). (c) and (d) The normalized spectral
function in the interacting case, calculated directly from the TDNRG
approach (from Ref. [19]). (e) and (f) The normalized spectral
function in the interacting case calculated indirectly via the TDNRG
using the self-energy function. Dashed vertical lines indicate
T = ±1/� ≈ ±1/40TK and T = ±1/T i

K ≈ ±800/TK. Quench and
TDNRG parameters in (c)–(f) are as in Fig. 1.

noninteracting case. In the wide-band limit, we have
�(ω) = �i(ω) = � f (ω) = −i�, in which � is real and
positive; see Appendix A. In Figs. 3(a) and 3(b), we show
the spectral function when εi

d = −0.015, ε
f
d = −0.006,

�i = � f = � = 0.001, and U (T ) = U i = U f = 0. At
infinite-negative time, the spectral function is that of the
initial state with a well-defined peak at ω = εi

d , while, at
T = 0−, the spectral function shows the presence of an
intermediate state with a well-defined peak at the average

energy ω = εi
d +ε

f
d

2 . At the intermediate time T close to
−1/� (vertical dashed line), the contributions of both the
initial and intermediate states to the spectral function are
combined with the oscillatory function e2i(ω−εi

d )T and the
decay function e−2�|T | [Eq. (28)]. Therefore we observe a
spectral function strongly oscillating between positive and
negative values. At positive times, we recover the spectral
function of the final state at T → ∞ with a well-defined peak
at the final-state energy ω = ε

f
d . For times T close to +1/�

(vertical dashed line) we observe the mixing of the final
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(ω = ε
f
d ) and the intermediate (T → 0+) state (ω = εi

d +ε
f
d

2 ) in
the spectral function, with the oscillation and decay functions
as in Eq. (27). This results, again, in regions of positive and
negative spectral density. Thus, as noted in previous work for
the time-dependent spectral function of interacting systems
(see Ref. [19] and Figs. 3(c) and 3(d)), negative regions
of spectral density arise on time scales where the spectral
weight is being strongly rearranged (for the noninteracting
case, these correspond to times close to T = ±1/� when
the peak in the spectral function is transitioning from εi

d to
εi

d +ε
f
d

2 and from εi
d +ε

f
d

2 to ε
f
d ). We also compare the analytic

results and the TDNRG results for the noninteracting case in
Appendix C. The overall TDNRG results are similar to the
analytic results; however, there is a small difference in the
magnitude and width of the high-energy spectral features
associated with the local level position.

To compare the spectral functions of the noninteracting
and interacting cases, we show the spectral function in the
interacting case with the same parameters as in the non-
interacting case except that the quench for the interacting
system also includes a Coulomb energy U (T ) = θ (−T )U i +
θ (T )U f with U i = 0.03 and U f = 0.012. Figures 3(c) and
3(d) show the time-dependent spectral function calculated by
TDNRG from our previous work [19], while Figs. 3(e) and
3(f) show the spectral functions calculated in the approach of
this paper via Eqs. (22) and (23) with the self-energy functions
given by �(T, ω) = U f F σ

d (T, ω)/Gσ
d (T, ω) and �̃(T, ω) =

U iF̃ σ
d (T, ω)/Gσ

d (T, ω), Fig. 2.
In both the time-dependent spectral functions calculated

directly via TDNRG and those calculated indirectly via the
self-energy function, we observe the same initial- and final-
state satellite peaks, at the expected positions, but with a slight
difference in their magnitudes (being slightly sharper within
the latter approach as discussed already in Sec. III A). The os-
cillations around |T | � 1/� and their decay, in the interacting
case, are similar to those in the noninteracting case except that
the decay is stronger due to the additional broadening coming
from the self-energy. In order to see this explicitly, consider
the case of small T close enough to 0+ such that we can
assume that the self-energy is time independent in the range
between 0 and T . Then from Eq. (22) we have for T > 0

Gσ
d (T > 0, ω) ≈ e2i[ω−ε

f
d −� f (ω)−�σ (ω)]T g(ω)

− 2i
∫ T

0
e2i[ω−ε

f
d −� f (ω)−�σ (ω)](T −T1 )dT1

= e2i[ω−ε
f
d −� f (ω)−�σ (ω)]T g(ω)

+ 1 − e2i[ω−ε
f
d −� f (ω)−�σ (ω)]T

ω − ε
f
d − � f (ω) − �σ (ω)

. (32)

The form of this equation is similar to Eq. (27) for the
noninteracting case at T > 0, namely, the Green’s function
is made up of oscillatory and decay terms of the form
e2i[ω−ε

f
d −� f (ω)−�σ (ω)]T = e2i[ω−ε

f
d −Re[�σ (ω)]]T e−2T (�−Im[�σ (ω)]).

The appearance of the self-energy in the above expressions
explains the reduction of the oscillatory contributions relative
to those in the noninteracting case. Similar arguments can

be used to explain the reduced magnitude of the oscillatory
contributions at negative times −1/� � T � 0.

The time evolution at the low-energy scales in the interact-
ing case is obviously different from that in the noninteracting
case since there is no low-energy scale in the latter. In both
the spectral functions calculated either directly from the TD-
NRG or indirectly via the self-energy function, we observe a
clear decay of the initial-state Kondo peak around ω = 0 at
T = −1/T i

K ≈ −800/TK, and the formation of the final-state
Kondo peak at T = 1/TK. At intermediate times −800/TK <

T < 1/TK, the distributions of spectral weight around ω = 0
are different in the two cases, a result of the different ways
used to calculate the spectral functions. As discussed above in
Sec. III A, the calculation of the self-energy function as a ratio
of F (ω, T ) and G(ω, T ) gives a more accurate value than that
obtained by inverting G(ω, T ). Therefore the calculation with
the self-energy function gives improved results over the di-
rect approach via TDNRG. Nonetheless, both the calculations
with and those without the closed Green’s function expression
show the same overall picture for the time evolution of the
spectral function.

In Sec. III A we briefly mentioned that the Friedel sum rule,
π�A(ω = 0, T ) = 1 [38], is well satisfied at T = ±∞, more
so at T = −∞ than at T = ∞. Since the sum rule is an equi-
librium Fermi-liquid theory result [39], any violation in the
above limits indicates the degree of departure from equilib-
rium in these limits. In this light, the observed small violation
at T = ∞ is consistent with the imperfect thermalization due
to the use of a Wilson chain [23] and the resultant small
heating at long times [19]. In contrast, for T = −∞, these
issues do not arise, and the Friedel sum rule was observed to
be satisfied to high accuracy [Figs. 1(e) and 1(f)]. For general
times T , we do not expect that π�A(ω = 0, T ) = 1 will
hold as inelastic scattering processes in the nonequilibrium
state will result in a finite imaginary part to the self-energy,
resulting in a violation of the above. Here, we shed more
light on this by considering the elastic and inelastic scattering
rates [35,40] with the (approximate) assumption that the T
matrix T(ω, T ) = |V |2G(ω, T ). In Figs. 4(a) and 4(b), we
show the elastic scattering rates at positive and negative times,
while in Figs. 4(c) and 4(d) we show the inelastic ones. One
sees that the elastic scattering rate at ω corresponding to the
satellite peak |εi

d | = U i/2 and |ε f
d | = U f /2 is quite small in

comparison to the inelastic scattering rate. These are incoher-
ent peaks, so a large inelastic scattering is expected. At low
frequencies, close to the Fermi level, the elastic scattering
rate is close to 1 at large negative and positive times, while
at short times, it is significantly reduced. In contrast, at low
energies, the inelastic scattering rate is reduced, vanishing in
the initial state T → −∞ and reduced significantly also in the
final state T → +∞. These trends are shown in more detail in
the line cuts in Figs. 4(e)–4(g) for the cases T = −∞, 0, and
+∞. We see that at T = −∞ the scattering rates recover the
expected ones for the equilibrium initial state with the elastic
scattering rate as large as the total scattering rate as ω → 0
while the inelastic scattering rate vanishes (hence the Friedel
sum rule is well satisfied in this limit). At T = +∞, a sig-
nificant inelastic scattering rate remains for ω → 0, which we
attribute to heating in the imperfectly thermalized final state
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FIG. 4. (a) and (b) The elastic scattering rate is calculated
as σel = 2π

vk

∑
k′ δ(εk − εk′ )|Tkk′σ (ω, T )|2. (c) and (d) The inelas-

tic scattering rate is given by σinel = σtotal − σel, with σtotal =
− 2

vk
Im[Tkkσ (ω)], with vk being the velocity of conduction electrons

with wave number k. The T matrix is assumed to be k independent, as
in the equilibrium case, and T(ω, T ) = |V |2G(ω, T ), with G(ω, T )
as shown Figs. 3(e) and 3(f). The line cuts of the total, elastic,
and inelastic scattering rates at T = −∞, 0, and +∞ are shown in
(e), (f), and (g). All the represented scattering rates are normalized
by using the formula σ/σ0 with σ0 = 2

πρvk
. Quench and TDNRG

parameters are as in Fig. 1.

[19,23]. This also suggests a reason for the small violation
of the Friedel sum rule in the limit T → ∞. The “violation”
of π�A(ω = 0, T ) = 1, however, was seen to be largest at
short times T = 0 [see Fig. 1(f)]. This is consistent also with
the significant inelastic scattering rate seen in Fig. 4(f) for
T = 0. Physically, one expects that during the large spectral
weight rearrangement at short times |T | � 1/�, this will be
accompanied by a significant amount of inelastic scattering,
even at low energies |ω| � 1/TK, thus resulting in the observed
“violation” of the Friedel sum rule at these times.

In the noninteracting case, one can see directly from the
analytic equations (27) and (28) for the Green’s function that
the Friedel sum rule cannot hold at finite times. For example,
at T = 0, the spectral function at ω = 0 reads

π�A(ω = 0, T = 0) = �2(
εi

d + ε
f
d

)2
/4 + �2

. (33)

The occupation nd (T < 0) = ni
d is constant before the

quench, and we have sin2 (πnd (T = 0)/2) = �2/(εi
d

2 +
�2). Thus the Friedel sum rule π�A(ω = 0, T = 0) =

sin2 (πnd (T = 0)/2) does not hold at T = 0 (except for εi
d =

ε
f
d , i.e., in the absence of a quench). For such a noninteracting

system, the violation of the Friedel sum rule is caused by
decoherence effects in the nonequilibrium transient state.

IV. CONCLUSIONS

In summary, we generalized the self-energy method for
calculating equilibrium spectral functions for the Anderson
impurity model via the correlation self-energy [17] to the
time-dependent case of a quench from an initial to a final
state. For this purpose, we obtained closed expressions for
the retarded two-time Green’s function for both positive and
negative Wigner times. The closed expressions give addi-
tional analytic insights into the time evolution of the spectral
function of the Anderson impurity model, complementing
the detailed numerical evaluations. We further demonstrated
that the time-dependent spectral function calculated via the
correlation self-energy as a ratio of F (ω, T ) and G(ω, T )
shows improved accuracy over that calculated directly within
the TDNRG. Additional insight into the small violation of the
Friedel sum rule at T → +∞, and into the more significant
“violation” at short times |T | � 1/�, was gained by estimat-
ing the inelastic scattering rate. While the former is intrinsic
and due to the use of a Wilson chain in the NRG calculations,
the “violation” at short times is a real effect due to the in-
creased inelastic scattering expected in the process of the large
spectral weight rearrangement occurring on these time scales
(i.e., no Friedel sum rule is expected to hold at these times).
The technique developed here holds for both zero and finite
temperatures and is applicable within any impurity solver that
can access the time evolution of the single-particle Green’s
function G and the higher-order correlation functions F and F̃
[Eqs. (5) and (7)]. For example, the latter are easily calculable
within the CT-QMC approach and have already been used as
estimators for the correlation self-energy in the equilibrium
case [41]. A further extension to the time-dependent case
therefore appears feasible within this method. Other impu-
rity solvers for time evolution, where the present approach
may prove useful, include the time-dependent noncrossing
approximation [42], the TD-DMRG approach [13,14], and
the real-time bold-line Monte Carlo method [43,44]. Finally,
we note that the self-energy method, considered in this paper
for the Anderson impurity model, is not restricted to just this
model, but can be applied to a wide range of other quantum
impurity systems. For example, with a suitable generalization
of the self-energy function, it can be applied to the Anderson-
Holstein model [45].

ACKNOWLEDGMENTS

H.T.M.N. wishes to thank Doan Duy Hai and Pham Tien-
Lam for a number of stimulating discussions. H.T.M.N.
acknowledges the support by Vietnam National Foundation
for Science and Technology Development (NAFOSTED) un-
der Grant No. 103.01-2018.12. We acknowledge support by
the Deutsche Forschungsgemeinschaft via Research Training
Group 1995 and supercomputer support by the John von Neu-
mann institute for Computing (Jülich).

205113-8



SELF-ENERGY METHOD FOR TIME-DEPENDENT … PHYSICAL REVIEW B 104, 205113 (2021)

APPENDIX A: WIDE-BAND LIMIT

Applying the Fourier transform to Eqs. (15) and (17), we
have [

ω + i
∂

2∂T
− ε

f
d

]
Gσ

d (T, ω)

= 1 +
∑

k

V f
dkGσ

kd (T, ω) + U f F σ
d (T, ω), (A1)

[
ω + i

∂

2∂T
− εkσ

]
Gσ

kd (T, ω) = V f
kd Gσ

d (T, ω). (A2)

Solving the latter yields

Gσ
kd (T, ω) =

[
1 + i

ω − εkσ

∂

2∂T

]−1 V f
kd

ω − εkσ

Gσ
d (T, ω).

Hence∑
k

V f
dkGσ

kd (T, ω)

=
∑

k

[
1 + i

ω − εkσ

∂

2∂T

]−1
∣∣V f

kd

∣∣2

ω − εkσ

Gσ
d (T, ω)

=
∑

k

[
1 +

∞∑
n=1

(−i)n

(ω − εkσ )n

∂n

2n∂T n

] ∣∣V f
kd

∣∣2

ω − εkσ

Gσ
d (T, ω).

(A3)

Replacing
∑

k
|V f

kd |2
(ω−εkσ )n by

∫ D
−D dε

|V f |2ρ
(ω−ε)n [46], and using the

wide-band limit, we have that the integral reduces to just the
sum of the residues resulting from the contour integration.
Since Resz=0(1/z) = 1 and Resz=0(1/zn) = 0 for n > 1, we
have∑

k

V f
dkGσ

kd (T, ω) = −iπ |V f |2ρGσ
d (T, ω) = −i� f Gσ

d (T, ω).

(A4)

Substituting this into Eq. (A1), we have Eq. (19). A similar
derivation holds for Eq. (20) starting with Eqs. (16) and (18).

APPENDIX B: ODE SOLVERS

Even though the Green’s function has been expressed in a
closed analytic form in Eqs. (22) and (23), its evaluation can
only be carried out numerically since the self-energy function
has no closed analytic expression. In the calculation of the
time-dependent spectral function, solving the ODEs (19) and
(20) numerically is just equivalent to calculating the integrals
in Eqs. (22) and (23). Both the ODEs take the form

G′(T ) = f [T, G(T )]. (B1)

Integrating the equation from Tn to Tn+1, we have

G(Tn+1) − G(Tn) =
∫ Tn+1

Tn

f [T, G(T )]dT . (B2)

Using the left-hand rule, we have the formula for the ex-
plicit Euler method,

G(Tn+1) − G(Tn) = h f [Tn, G(Tn)], (B3)

with h = Tn+1 − Tn, where the new value G(Tn+1) is given
explicitly in terms of the old value G(Tn).

Using the right-hand rule, we have the formula for the
implicit Euler method,

G(Tn+1) − G(Tn) = h f [Tn+1, G(Tn+1)], (B4)

where the right-hand side is evaluated at the new G(Tn+1)
value; therefore we have to solve this equation for the un-
known G(Tn+1).

Using the trapezoidal rule, we have the formula for the
trapezoidal method,

G(Tn+1) − G(Tn) = h

2
{ f [Tn+1, G(Tn+1)] + f [Tn, G(Tn)]}.

(B5)

Since G(Tn+1) appears on both sides of this equation, we also
have to solve the equation for G(Tn+1). Therefore the above
can be also considered as an implicit method.

One can judge the methods for solving ODEs from two
criteria: the accuracy and the stability. Both the explicit and
implicit Euler methods have the first order of local accuracy,
while the trapezoidal method has the second order of local
accuracy [47]. For the stability, the explicit Euler method
gives unstable results, while the trapezoidal method is stable,
although less stable than the implicit Euler method. A detailed
discussion of the stability of the different methods will be
given in the following sections.

1. Explicit Euler method

Since G(T ) is a complex function, we have to solve the
system of two ODEs. We have Eq. (20) equivalent to

un+1 = un + 2hMnvn + 2hNnun, (B6)

vn+1 = vn + 2h − 2hMnun + 2hNnvn, (B7)

with un = u(Tn) = Re[G(Tn)], vn = v(Tn) = Im[G(Tn)],
Mn = ω − εi

d − Re[�̃(Tn)], and Nn = � − Im[�̃(Tn)]. From
these equations, we can calculate un and vn recursively with
the known u0 and v0. However, the explicit Euler method does
not work in the long-time range since |un| and |vn| diverge as
|h| → ∞.

2. Implicit Euler method

Using the formula for the implicit Euler method, we have
Eq. (20) equivalent to

un+1 = un + 2hMn+1vn+1 + 2hNn+1un+1, (B8)

vn+1 = vn + 2h − 2hMn+1un+1 + 2hNn+1vn+1. (B9)

Then

un+1 = (1 − 2Nn+1h)un + 2hMn+1(vn + 2h)

(1 − 2hNn+1)2 + 4h2M2
n+1

, (B10)

vn+1 = (1 − 2Nn+1h)(vn + 2h) − 2hMn+1un

(1 − 2hNn+1)2 + 4h2M2
n+1

. (B11)
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FIG. 5. Time evolution of the normalized spectral function at
several frequencies ω calculated with the implicit Euler method
(solid line), the explicit Euler method (dashed line), and the trape-
zoidal method (dot-dashed line).

As |h| → ∞,

un+1 → Mn+1

N2
n+1 + M2

n+1

, (B12)

vn+1 → −Nn+1

N2
n+1 + M2

n+1

, (B13)

which does not depend on the earlier values un and
vn. Since |h| → ∞, Mn+1 = ω − εi

d − Re[�̃(T → −∞)]

 0

 1
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 4
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 9

-102-103
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TTK=-10-2

TTK=-10-4

TTK=10-4

TTK=10-2

TTK=100

πΔ
A

(ω
,T

)
ω/TK

Analytic
TDNRG

FIG. 6. Spectral function at several times T TK, as indicated, and
shifted vertically by increments of 1.5 for clarity, for the nonin-
teracting case U i = U f = 0 calculated analytically from Eqs. (27)
and (28) (solid curves) and numerically within TDNRG (solid cir-
cles). Vertical dashed lines, from left to right, show the initial- (εi

d ),

intermediate- (
εi

d +ε
f
d

2 ), and final-state (ε f
d ) local level positions. Local

level quench and TDNRG parameters are as in Figs. 3(a) and 3(b).

and Nn+1 = � − Im[�̃(T → −∞)]. We can easily prove that
�̃(T → −∞) is the self-energy of the initial state; therefore
the method gives the result converged in one single step. This
proves the stability of the method.

3. Trapezoidal method

Using the formula for the trapezoidal method, we have Eq. (20) equivalent to

un+1 = un + h(Mnvn + Mn+1vn+1) + h(Nnun + Nn+1un+1), (B14)

vn+1 = vn + h − h(Mnun + Mn+1un+1) + h(Nnvn + Nn+1vn+1). (B15)

Then

un+1 = (1 − Nn+1h)(un + hMnvn + hNnun) + hMn+1(vn + 2h − hMnun + hNnvn)

(1 − hNn+1)2 + h2M2
n+1

, (B16)

vn+1 = (1 − Nn+1h)(vn + 2h − hMnun + hNnvn) − hMn+1(un + hMnvn + hNnun)

(1 − hNn+1)2 + h2M2
n+1

. (B17)

As |h| → ∞,

un+1 → 2Mn+1 − un(Nn+1Nn + Mn+1Mn) − vn(Nn+1Mn − Mn+1Nn)

N2
n+1 + M2

n+1

, (B18)

vn+1 → −2Nn+1 − vn(Nn+1Nn + Mn+1Mn) + un(Nn+1Mn − Mn+1Nn)

N2
n+1 + M2

n+1

. (B19)
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which depend on the earlier values un and vn. Then, in contrast to the implicit Euler method, the trapezoidal method does not
give the result converged in one single step. Only when Tn is large enough such that Mn+1 = Mn and Nn+1 = Nn do we have

un+1 → 2Mn+1

N2
n+1 + M2

n+1

− un, (B20)

vn+1 → −2Nn+1

N2
n+1 + M2

n+1

− vn. (B21)

That means the trapezoidal method is less stable than the implicit Euler method, although still converged at large |T |.

4. Comparison

The results of the spectral function A(ω, T ) = −Im[G(ω, T )]/π in Fig. 5 show the detailed properties of each method in
solving the ODE (20). For times T close to zero, the step size is small due to the use of a logarithmic time grid about T = 0;
hence the three solvers give similar results. For times T further away from zero, the step size (also due to the use of a logarithmic
grid for the time axis) is larger, the explicit Euler method starts to become unstable, and eventually the results diverge for large
enough T . The implicit Euler method and the trapezoidal method give similar results for the time evolution, with only small
differences in intensities at large negative times and in the small frequency range. Therefore both of these two methods are good
in giving stable results. The results shown in Figs. 3(e) and 3(f) are calculated with the implicit Euler method.

APPENDIX C: ANALYTIC VERSUS TDNRG FOR THE NONINTERACTING CASE

In order to illustrate more clearly which features in the spectral functions are a result of the TDNRG approach and which
features are intrinsic to the time dependence, we compare in Fig. 6 the spectral functions calculated using the analytic expressions
in Eqs. (27) and (28) at several specified times [solid curves are line cuts from Figs. 3(a) and 3(b)] with those calculated directly
from the TDNRG (solid circles). The comparison shows that the TDNRG method overbroadens and reduces the magnitude of the
high-energy features in the spectral function. This is due to the lower resolution at high energies of the logarithmic grid, which
is used in both TDNRG and NRG, i.e., ultimately this is due to the broadening scheme used in both NRG and TDNRG. On the
other hand, the regions of negative spectral density, which can be seen for time ranges corresponding to large spectral weight

rearrangements, i.e., when εi
d → εi

d +ε
f
d

2 and when εi
d +ε

f
d

2 → ε
f
d , are a common feature of both the TDNRG and the analytic results.

For the interacting case, the latter conclusion was also demonstrated for the time evolution of the Kondo resonance following a
quench [18].
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