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Orbitally selective resonant photodoping to enhance superconductivity
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Signatures of superconductivity at elevated temperatures above Tc in high-temperature superconductors have
been observed near 1/8 hole doping for photoexcitation with infrared or optical light polarized either in the CuO2

plane or along the c axis. While the use of in-plane polarization has been effective for incident energies aligned
to specific phonons, c-axis laser excitation in a broad range between 5 μm and 400 nm was found to affect the
superconducting dynamics in striped La1.885Ba0.115CuO4, with a maximum enhancement in the 1/ω dependence
to the conductivity observed at 800 nm. This broad energy range, specifically 800 nm, is not resonant with any
phonon modes, yet induced electronic excitations appear to be connected to superconductivity at energy scales
well above the typical gap energies in the cuprates. A critical question is, What can be responsible for such an
effect at 800 nm? Using time-dependent exact diagonalization, we demonstrate that the holes in the CuO2 plane
can be photoexcited into the charge reservoir layers at resonant wavelengths within a multiband Hubbard model.
This orbitally selective photoinduced charge transfer effectively changes the in-plane doping level, which can
lead to an enhancement of Tc near the 1/8 anomaly.
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I. INTRODUCTION

Actively controlling states of matter is of great theoretical,
experimental, and practical interest, particularly in the field
of quantum materials, where the entangled degrees of free-
dom hinder the use of more reductive, straightforward control
knobs. The development of laser techniques has enabled the
precise control of material properties in a predictive manner
and has led to the realization of new states without equilibrium
analogs [1–4]. For example, Floquet engineering of quantum
materials via a periodic drive [3] can be used to modify band
topology [5–10] and to induce transient dynamics in strongly
correlated systems by modifying the underlying Hamiltonian
[11–15]. Alternatively, one can use transient fields to alter
the balance between competing orders or induce metastable
phases [4]. Experimentally, pulses of light have been suc-
cessfully applied to control quantum magnets [16,17], charge
density waves [18–20], and excitonic order [21,22].

Among these applications of nonequilibrium techniques,
light-induced, or light-enhanced, superconductivity has been
one of the most exciting discoveries [23–26]. It has
been suggested that in the cuprates a transient improve-
ment of superconducting properties—specifically, the optical
response—far above equilibrium Tc can be realized experi-
mentally either by selectively driving phonon modes [25,26]
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or by applying near-infrared optical pulses [27–29]. However,
the actual microscopic cause of the effect is still under debate.

Nonequilibrium techniques can provide unprecedented ac-
cess to the excited-state manifold to assist in unraveling the
origins of unconventional superconductivity itself. In equilib-
rium, superconductivity emerges from the insulating cuprate
parent compounds by varying doping and temperature, generi-
cally forming a dome-shaped region in the rich phase diagram
[30]. Despite many years of study, much of the underlying
physics of the cuprate equilibrium properties remains unclear
[31]. Making the situation more daunting, the superconduct-
ing phase generally has a complex relationship with other
phases, such as charge stripe order [31,32]. For example, in
YBa2Cu3O6+x, the charge order develops above Tc but is
suppressed when superconductivity emerges below Tc [33,34].
Conversely, the charge order below Tc is strengthened upon
applying magnetic fields [33,34] or pressure [35], which tend
to suppress superconductivity. These results point to a com-
plex competition between charge order and superconductivity.

The suppression of superconductivity with the rise
of charge order is particularly evident in materials like
La1.8−xEu0.2SrxCuO4 (LESCO) and La2−xBaxCuO4 (LBCO),
where a local minimum of Tc near 1/8 doping is found,
as superconductivity competes with a strong charge-stripe
order [36–41]. It is possible that the balance between su-
perconductivity and competing states can be shifted by
applying transient optical fields, providing a route to en-
hance superconductivity with light. Putative light-enhanced
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superconductivity has been reported in several systems
[23–28,42–44], including transient superconductivity near the
1/8 anomaly in stripe-ordered LESCO and LBCO [24,27,28].

There are two distinct photon energy scales that have been
used to photoexcite cuprates. The first uses terahertz pulses to
selectively excite lattice vibrational modes [24–26]. Typically,
in these experiments, a transverse Josephson plasma reso-
nance (JPR) appears at a temperature higher than equilibrium
Tc following excitation, suggesting a transiently enhanced
superconducting state. However, the underlying mechanisms
for this effect remain largely unclear. Proposed theories
[45–51] are based on notions that the pump field changes
the interaction or structure, transforming the system into
a broken-symmetry superconducting state with a Tc much
higher than the equilibrium value. In LESCO near the 1/8
anomaly, the weakening of charge-stripe order has been ob-
served after terahertz excitation tuned to an in-plane phonon
mode [52], and the enhancement of superconductivity [24]
may be due to the weakening of the competing stripe order.

A potentially distinct route to enhanced superconduc-
tivity makes use of c-axis polarized near-infrared light
(∼800 nm)[27,28,44]. In LBCO near the 1/8 anomaly, a
transverse JPR edge appears immediately following transient
excitation at a base temperature of 30 K, far above the equi-
librium Tc, and a 1/ω dependence in the conductivity has
been observed. Moreover, when tuning the c-axis polarized
pulse’s central wavelength [28], the signals were observed
most clearly at 800 nm. A weaker, or even null effect, was
observed for pulse wavelengths at 2 and 5 μm, while no sharp
edge was found at 400 nm, pointing to 800 nm as being the
most favorable. The 800 nm c-axis polarized light presum-
ably excites the system via a dominant electronic mechanism,
although the details behind such a mechanism remain unclear.
We note that numerical work suggests that an in-plane polar-
ized pulse also can enhance d-wave superconducting pairing
while suppressing charge order in the vicinity of a phase
boundary where competition between phases may be strong
[53,54].

In this paper, we demonstrate that c-axis polarized, near-
infrared pump pulses can lead to an orbitally selective
resonant transfer of charge from the CuO2 plane into the
charge reservoir layers via apical oxygens. This result is ob-
tained by using time-dependent exact diagonalization (ED),
which is limited to small system size and will not be able
to elucidate long-range orders in the system. However, we
believe the method is appropriate to study c-axis charge trans-
fer induced by a time-dependent field, which will be justified
later. While this small-cluster simulation cannot directly track
the evolution of various competing orders, the quantification
of the charge transfer indirectly reflects the light manipula-
tion of superconductivity near the 1/8 anomaly (see Fig. 1).
This observation presents a mechanism to explore the role of
orbital- and material-dependent charge transfer for controlling
the dynamics of holes.

II. MODEL AND METHOD

Here, we are interested in applied optical or near-infrared
fields with a polarization perpendicular to the CuO2 plane,
where the apical oxygen atoms may play on outsized role

FIG. 1. (a) Phase diagram near the 1/8 doping anomaly, where
there is a local minimum of Tc for the superconducting phase. SO,
CO, and SC represent spin order, charge order, and superconduc-
tivity, respectively. (b) A schematic of the copper oxide plane with
apical oxygen from the charge reservoir layers. The z direction is
parallel to the c axis. The apical oxygen pz orbitals are slightly trans-
parent. Near-infrared photoexcitation (gray pulse) transfers charge
(red dot) from the CuO2 plane to the apical oxygen orbitals in the
charge reservoir layers.

in the photoinduced dynamics. To model such a system, we
extend a three-orbital Hubbard model of the CuO2 plane by
adding apical O 2pz orbitals [55] with one above (2pzu) the
copper atom and one below (2pzd ) it. The resulting multior-
bital Hubbard Hamiltonian takes the form

Ĥ0 =
∑

iσ

(
εd d†

iσ diσ +
∑

ν∈{x,y,z}
εpν

p†
νiσ pνiσ

)
+ Ud

∑
i

ndi↑ndi↓

+Up

∑
i

∑
ν∈{x,y,z}

npν i↑npν i↓ + Ud p

∑
〈i j〉

∑
ν∈{x,y}

ndinpν j

+
∑
〈i j〉σ

∑
ν∈{x,y}

(
td pν

d†
iσ pν jσ + tpz pν

p†
ziσ pν jσ + H.c.

)

+
∑
〈i j〉σ

(tpx py p†
xiσ py jσ + H.c.). (1)

Here, diσ , pxiσ , pyiσ , and pziσ (d†
iσ , p†

xiσ , p†
yiσ , and p†

ziσ ) are
annihilation (creation) operators for holes in Cu 3dx2−y2 and
O 2px, 2py, 2pz orbitals at site i with spin σ , respectively.
nμiσ is the number operator for orbital μ with spin σ at site
i; εμ are the site energies corresponding to orbital μ. tμν

represents the hopping integral between orbitals μ and ν, here
restricted to the nearest-neighbor unit cells. Uμ denotes the
on-site Coulomb interaction for orbital μ, and Ud p denotes
a Coulomb interaction between the planar Cu 3dx2−y2 and O
2px/y orbitals.

To simulate the nonequilibrium dynamics and excited-state
spectrum, we use the time-dependent ED method [56–62].
To keep the problem computationally tractable, we consider
a minimal 2 × 2 cluster (Cu4O16) with periodic boundary
conditions [see Fig. 1(b)], and the simulation is performed at
zero temperature.

Using the ground state obtained from ED as the initial state,
we then perform time evolution of this initial state after mod-
ifying the Hamiltonian to account for an applied pump field.
The electromagnetic field enters the Hamiltonian through a

Peierls substitution, ti j → ti jei
∫ r j

ri A(t,r′ )·dr′
. For time evolution

|�(t + δt )〉=e− i
h̄ H (t )δt |�(t )〉, we employ the Krylov subspace
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method. For octahedral structures (with two apical oxygens
per copper atom), there is a mirror symmetry about the x-y
plane. As the c-axis pump field A(t ) couples to a z-direction
(c-axis) current operator Jz and changes the parity, it imposes
a selection rule for c-axis optical excitations.

We first consider the equilibrium spectra for the cluster,
including the single-particle spectral function A(k, ω) and
the optical conductivity σzz(ω). The orbitally resolved single-
particle spectral function is defined as

Aμ(k, ω) = − 1

π
Im

[
〈G|cμk

1

ω − Ĥ + EG + iη
c†
μk|G〉

+〈G|c†
μk

1

ω + Ĥ − EG + iη
cμk|G〉

]
, (2)

where |G〉 is the ground state and the generic hole annihi-
lation operator with momentum k can be written as cμk =

1√
N

∑
j cμ jeik·r j , where μ is the orbital index. Here, for con-

venience we use the notation cdi = di and cpνi = pνi, omitting
the spin index.

The regular part of the c-axis optical conductivity is defined
as

σ reg
zz (ω) = 1

ωN
Im〈G|Ĵz

1

Ĥ − E0 − ω − iε
Ĵz|G〉, (3)

where N is the number of sites. Only excited states with parity
opposite to that of the ground state can contribute to σ

reg
zz (ω).

III. RESULTS

We choose the canonical parameter set relevant for LBCO
[55,63–66] (in eV):

εd = 0, εpx,y = 2.8, εpz = 3,

td px,y = 1, tpx py = 0.5, tpz px,y = 0.3,

Ud = 8.5, Up = 4, Ud p = 0.6. (4)

These model parameters lead to reasonable equilibrium prop-
erties compared with experiments [67]. At half filling (four
holes), the hole concentrations on Cu, in-plane O, and apical
O are 68.0%, 31.4%, and 0.6% respectively; at 25% doping
(five holes), the corresponding numbers are changed to 73.1%,
48.0%, and 3.9%. The doped holes prefer in-plane oxygen
orbitals. Specifically, the ratio between the doped hole number
on in-plane oxygen and on copper is about 3.25:1, which is
comparable to the result (∼3 : 1) for a three-band model with
only in-plane orbitals [68]. These results also are close to the
hole distribution estimated from x-ray absorption [69] and
qualitatively match NMR [70] measurements.

Possible c-axis excitations are inferred from the equi-
librium single-particle spectral function A(k, ω) and optical
conductivity σ

reg
zz (ω). Here, we show A(k, ω) only at the mo-

mentum point (π, 0) [see Figs. 2(a) and 2(b)], which lies close
to the Fermi level and provides the lowest-energy excitations
between the in-plane orbitals and apical oxygen [71].

There are two prominent apical oxygen states, labeled pz−
and pz+, with parity ∓, respectively. At half filling, shown in
Fig. 2(a), possible hole transitions from the upper Hubbard
band to pz− and pz+ are labeled by magenta and gray arrows.
However, only transitions to pz− at 3.4 eV appear in σ

reg
zz (ω),

FIG. 2. (a) and (b) are orbital-resolved single-particle spectral
functions at momentum (π , 0) for 0% and 25% dopings, respectively.
The red line represents copper orbitals (denoted by Cu), the blue line
denotes in-plane oxygen orbitals (Op), and the green line represents
apical oxygen orbitals (Oa). The shaded (dashed) curves represent
hole additional (removal) spectral functions. The vertical dashed line
denotes the middle of the highest occupied state and the lowest
unoccupied state. The arrows in (a) and (b) mark possible transitions
between in-plane bands and apical oxygen bands. (c) and (d) are
the regular part of the c-axis optical conductivity for 0% and 25%
dopings, respectively.

as shown in Fig. 2(c). In the doped case, holes near the Fermi
level are predominantly Zhang-Rice singlet (ZRS) states, and
the allowed excitations at low energies involve transitions to
the pz− band [labeled by the green arrow in Fig. 2(b)], which
also has a correspondence in σ

reg
zz (ω), as shown in Fig. 2(d).

The excitation energy is reduced from 3.4 to 1.7 eV compared
to half filling due to the different nature of the transition.

These results directly show that resonant photoexcitation
at these energies is clearly connected to creating holes in the
symmetry-allowed apical oxygen states.

We now study the nonequilibrium dynamics induced by a
c-axis polarized pulse, which is represented by an effective
electric field polarized along the c axis with a pulse shape
given by

E(t ) = E0 exp

(
− (t − t0)2

2σ 2

)
sin[ω(t − t0) + φ]ez, (5)

where E0 is the amplitude, t0 is the center of the pulse, σ is the
pulse width, ω is the angular frequency, φ is the pulse phase,
and ez is a unit vector along the c axis. To mimic experiments,
where pulse trains will have varying phases, we also average
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FIG. 3. The color map indicates density change �n(t f ) on api-
cal oxygen due to holes transferred to apical oxygen pz orbitals
from in-plane orbitals after being excited by pulses with different
frequencies and fluences. (a) and (b) are results for 0% and 25%
dopings, respectively. The magenta arrow in (a) and green arrow in
(b) annotate the lowest allowed transitions in each doping case and
correspond to the arrows with the same color in Figs. 2(a) and 2(b).
(c) Time evolution of the density change on different orbitals. The
c-axis polarized pump pulse E (t ) with a frequency of 3.4 eV and
a fluence of 0.2 mJ/cm2 is shown as a gray line. This frequency is
marked by the magenta arrow in (a). (d) Similar to (c), but for the
25% doped case and a pump frequency of 1.7 eV, which is annotated
by the green arrow in (b). The black dots in (c) and (d) mark �n(t f )
on apical Oa orbitals.

over the pulse phase φ when performing time evolutions. The
vector potential used in the Peierls substitution is obtained
by integrating E (t ) over time. The fluence of the pump is
determined by F = ∫ ∞

−∞ cε0|E (t )|2dt .
To fully characterize the pump frequency and fluence de-

pendence of the c-axis excitations, we apply c-axis polarized
pump fields with different frequencies and intensities to the
ground state obtained for both undoped (0% doped holes)
and 25% doping, respectively. The pump pulse is centered
on a window in time from ti = 0 fs to t f = 100 fs. The
field strength is negligibly small at ti and t f . We measure
the change in hole density on different orbitals, defined as
�nμ(t ) = [Nμ(t ) − Nμ(ti )]/4 × 100%, where μ denotes the
orbital index and Nμ(t ) is the number of holes in orbital μ at
time t . For convenience, we will use Cu for 3dx2−y2 orbitals,
Op for the sum of 2px and 2py orbitals, and Oa for the sum of
the two 2pz orbitals.

We can gauge the effectiveness of photodoping by measur-
ing how many holes are transferred to apical oxygens at time
t f , which is proportional to �nOa (t f ) [see Figs. 3(a) and 3(b)].
At half filling, the external pump cannot efficiently induce
photodoping until the frequency is resonantly tuned to the

resonant value of 3.4 eV [magenta arrow in Fig. 3(a)]. While
there are multiple resonances in the doped system, for our
cluster the lowest resonance occurs at 1.7 eV [green arrow
in Fig. 3(b)], corresponding to the transition from ZRS to
pz− states. This energy is close to the frequency at which
experiments show the largest changes in the optical conductiv-
ity, consistent with promoting holes from the copper-oxygen
plane into apical oxygen states.

However, photodoping does not necessarily give effects
similar to those of chemical doping and, as such, enables
the shift of the superconducting phase. A necessary condition
would be that the distribution of photoinduced carriers among
different (in-plane) orbitals is similar to that of chemical
doping. We note that such correspondence generally would
not hold since photoexcitation usually causes in-plane charge
distributions to deviate from the equilibrium distributions. To
check if this correspondence holds, we examine the evolu-
tion of hole density at the lowest resonance for each doping.
As shown in Fig. 3(c), we find that the 3.4 eV pulse, in a
half-filled system, primarily transfers holes from Cu to Oa,
which results in a charge distribution that deviates from equi-
librium chemical doping [68]. In contrast, when we excite
the 25% doped system by resonant pump (i.e., the 1.7 eV
pulse), holes are transferred primarily from in-plane Op to
Oa, leading to a hole distribution consistent with chemical
doping [see Fig. 3(d)]. More quantitatively, the ratio between
�nOp (t f ) and �nCu(t f ) is about 3.26:1, closely matching the
ratio (3.25:1) for the introduction of carriers in equilibrium
[68]. Such an agreement may mean that c-axis photodoping
would lead to effects similar to those of chemical doping,
in which doped holes reside primarily on in-plane oxygen
orbitals, and the effects can be mapped to the phase diagram
in Fig. 1(a) in a doped system.

Now, we focus on the 1.7 eV pump in the 25% doped
system. After the pump with a fluence of 0.2 mJ/cm2, which
is comparable to those used experimentally [28], the in-place
doping concentration is reduced by ∼1.5%. If we continue to
increase the field strength with the same resonant frequency,
more holes would be transferred to apical oxygens. In the
meantime, the initial states will get depleted, and the final
states will get filled; thus, we expect to observe a saturation,
which is also present in experiment [28].

To highlight further the wavelength selectivity for c-axis
excitation, we choose three additional photon energies, 0.25,
0.6, and 3.0 eV, which are roughly the same as those used in
experiments [28]. We compare �NOa (t ) for photoexcitation at
these frequencies to that for the 1.7 eV pulse in Fig. 4. We
note that the sharp c-axis excitations obtained in the ED study
presented here will broaden, with the width depending on the
bandwidth of the ZRS and pz− bands in the thermodynamic
limit. We would expect to observe such a photodoping effect
in a window of energy around the resonances associated with
photoexcitation between the ZRS and pz− states.

IV. DISCUSSION AND SUMMARY

We note that this small cluster used in ED certainly cannot
elucidate stripe or superconducting phases [72–77]. But direct
numerical signatures for equilibrium superconductivity alone,
not even addressing photoinduced superconductivity out of
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FIG. 4. We plot �NOa (t ) = NOa (t ) − NOa (ti ) when excited by
a c-axis polarized pulse. NOa (t ) is the number of holes on apical
oxygen orbitals at time t . The different pulse frequencies correspond
to those indicated by the arrows in Fig. 3(b), and the pulse fluence
is set to be 0.2 mJ/cm2. In order to see the small changes induced
by the 0.25, 0.6, and 3.0 eV pump pulses, we used a log scale for
�NOa (t ).

equilibrium, remain an extremely hard problem, and even
then the information comes in the form of a direct pairing
correlation function and not a signature in a simulated op-
tical response. Finding the signature of superconductivity is
certainly beyond the capability of exact diagonalization for a
study which involves multiple orbitals and out-of-equilibrium
time evolution. However, ED remains a valuable method to
provide preliminary insights and has some advantages over
other numeric methods: it allows easy calculation of dynamic
quantities such as the single-particle spectral function, which
matches experiments rather well; it is one of the most pow-
erful numeric methods to study long-period time evolution,
which enables us to study c-axis excitation. Furthermore, as
this study focuses on photon selectivity along the c axis, the
charge transfer to apical orbitals is much more pronounced
than that of the stripe/superconducting order. We believe ED
is appropriate to study c-axis charge transfer and to help
contemplate how it can affect superconductivity.

Our results indicate that a purely electronic based resonant
photoexcitation of holes from planar to apical states can be
actuated via c-axis light polarization in an orbitally dependent
way. For reasonable pulse strengths used in experiments [28],
we see that photodoped holes on the order of a percent may be
transferred into apical states, shifting and reducing the number
of planar hole carriers away from the 1/8 stripe anomaly
where superconductivity is more robust in equilibrium. There-
fore, we conjecture that photodoping is sufficient to describe
the changes in optical conductivity seen in Ref. [28].

This picture of c-axis polarized pump-induced photodop-
ing likely applies beyond the 1/8 anomaly and can be further
exploited in different material classes. Just from the point of
photodoping to remove holes in the CuO plane, we would
predict that c-axis photodoping should enhance superconduc-
tivity in the overdoped region but suppress it for underdoping.

However, in contrast to near the 1/8 anomaly, where the out-
sized effect of charge-stripe order leads to a dramatic doping
dependence of Tc, we may expect that the effect of reduced
in-plane doping alone may lead to only small changes in
the superconducting transition temperature in other doping
regions. The overall effect of light-induced charge redistribu-
tion in other doping regions may thus require a more careful
analysis.

We also expect similar photodoping effects involving tran-
sitions from the ZRS band to the apical pz band for cuprates
with one apical oxygen per copper atom [29], but without the
selection rule imposed by the mirror symmetry. However, for
materials without apical oxygens such as CaCuO2, the apical
Ca orbitals weakly couple to the in-plane orbitals and have a
negligibly small density of states in a large energy window
(> 8 eV) below the Fermi level [78]. The c-axis excitation
from in-plane to apical orbitals, if possible, will thus require
pulses with much higher photon energies far outside the opti-
cal range.

We stress that photodoping typically cannot be mapped
simply to an equilibrium chemical doping. For example, the
conclusions of this paper cannot be extended to in-plane
polarized pulse since in such cases holes move between in-
plane O and Cu orbitals, in addition to apical charge transfer.
Therefore, the nonequilibrium in-plane hole distribution will
deviate significantly from any equilibrium doping and cannot
be addressed in the guise of photodoping. A sizable simulation
of in-plane competing orders and their response to the ultrafast
pump would be required in such cases.

The idea of using light to manipulate charge distribution
among selective orbitals and thus influence underlying orders
can be extended beyond cuprates. Natural extensions include
perovskite structures ABX3 and other transition metal com-
pounds, in which the metal atoms are coordinated by in-plane
and apical ligands. For specific examples, one could use c-axis
polarized light to transiently change the in-plane doping levels
of manganites and control the underlying spin, charge, and
orbital orders [79,80], or in SrTiO3−δ , light could be used to
transiently alter the superconducting state, shifting the band
filling near the critical doping level, where the increase of Tc

in the dilute limit, initial filling of the lowest Ti 3d band is
interrupted as soon as the middle 3d band appears [81].

Finally, we point out that time-resolved x-ray absorption
spectroscopy [82,83] can be used to monitor hole distribu-
tion among different orbitals when driven by c-axis polarized
fields as experimental validation of this photodoping effect.
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