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Phonon-assisted insulator-metal transitions in correlated systems driven by doping
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We consider how electron-phonon interaction influences the insulator-metal transitions driven by doping in a
strongly correlated system. Using the polaronic version of the generalized tight-binding method, we investigate
a multiband two-dimensional model taking into account both charge density displacement and transitive types
of electron-lattice contributions. For adiabatic ratio t >> w,, we analyze a wide electron-phonon parameter range
and demonstrate the relationship between transition features and such properties of the system as polaron and
bipolaron crossovers, the redistribution of the spectral weight due to the multiparticle effects of Coulomb and
electron-phonon interactions, orbital selectivity, flat-band formation, and pseudogap behavior of various origins.
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I. INTRODUCTION

The mutual influence between electron-electron and
electron-phonon interactions is one of the intriguing problems
of condensed matter theory. It acquires particular impor-
tance in the context of the insulator-metal transition in the
compounds of transition metals [1-4]. Achieving conduction
switching in correlated systems with minimal energy dissi-
pation can pave the way toward novel memory elements,
low-power neuromorphic computing, or other highly energy-
efficient applications [5-7]. Indeed, many oxides, sulfides,
nickelates, and other systems of d metals exhibit a sharp
transition from nonmetal to a metal ground state induced by
relatively small alternation in temperature, pressure, strain,
composition, or chemical doping [2,5,8,9]. In electronic de-
vices, it can be driven by optical pumping [10] or applying
an electrical current or voltage [11]. Despite considerable
attention to the problem, the dependence of the transformation
characteristics on the atomistic and electronic structures of
materials remains the outstanding fundamental question. The
underlying mechanisms are the subject of active discussions.
These can be structural distortions, electronic instabilities, or
their cooperative or competing contributions [5,12,13].

Due to significant electron correlations, a number of tran-
sition metal compounds with a half-filled band are insulators
[14]. The transition from the band metal to the Mott-Hubbard
insulator ground state is controlled by a ratio of the on-site
Coulomb repulsion to the bandwidth [15,16]. It occurs in
the same crystalline structure and can be triggered by dif-
ferent stimuli leading to a change in the band filling factor
or the bandwidth. In many d-metal compounds, pronounced
effects of strong electron-phonon interaction (EPI) indicate
the insufficiency of the purely electronic picture [17-32].
The problem is extremely entangled since both Coulomb and
electron-lattice interactions cause such correlation effects as
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a renormalization of electron and phonon spectra, intraband
and interband redistribution of the spectral weight, an increase
in the effective mass, and a tendency toward localization of
charge carriers.

Most studies of the mutual effects of electron-electron and
electron-phonon interactions are focused on the Hubbard-
Holstein model, which includes local Coulomb contribution
and on-site modulation of the particle potential via lattice
vibrations. Its phase diagram contains [33-37] a metallic
ground state when both interactions are small, Mott-Hubbard
or charge-density wave insulating states, driven by Coulomb
or electron-phonon interactions, respectively, and a variety
[38-41] of phases caused by competing orders. Here, we
essentially consider an extension of this model, accounting for
the multiband effects and off-site electron-phonon coupling,
which modulates [42—44] the kinetic energy of charge carri-
ers. It has been shown earlier that multiorbital contributions
significantly modify the phase diagram of the Hubbard-
Holstein model [45] at half filling. For small Coulomb
coupling and intermediate or strong electron-lattice ones, the
presence of nonequivalent bands leads to the occurrence of
an orbital-selective insulating Peierl’s phase, which precedes
the transition to the insulating state of charge density waves.
In this phase, we can expect a non-Fermi-liquid behavior of
charge carriers, similar to that observed [46,47] in the orbital-
selective Mott phase [48,49] for the Ising Hund’s coupling.

The nontrivial behavior of the system can also result from
the BariSi¢-Labbé-Friedel-Su-Schrieffer-Heeger type contri-
bution of the electron-phonon interaction. The modulation of
orbital overlaps is characterized by the coupling parameter
depending on both boson momentum and the particle one and
being off-diagonal in a real-space representation. Such for-
mulation of the problem goes beyond the applicability of the
Gerlach-Lowen theorem, which rules out the nonanalyticities
in the ground state properties of the polaron system if coupling
strength is constant or depends on boson momentum only
[50]. The revision of the concept of smoothly varying polaron
properties starts from the demonstrations of the nonanalyticity
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in the entanglement entropy [51] and the sharp transition in
the ground state energy [52] of the polaron system. Another
critical consequence of the transitive contribution is the for-
mation of light bipolarons, which are stable against large
values of the screened Coulomb repulsion [52,53].

In this paper, we are interested in the general features of
the insulator-metal transitions driven by doping in the particle-
phonon coupled systems. We restrict our attention to the limit
of strong electron correlations and assume the phonon field
energy inherent for most compounds, wy < ¢. Our systematic
analysis is based on the two-dimensional three-orbital pd
model, which is relevant primarily for layered copper oxides.
Nevertheless, it illustrates some evolution lows of transition
behavior in correlated materials. Previously, we discussed
the Peierl’s type of metal-insulator transitions controlled by
electron-phonon interaction in the underdoped compound
[54]. Here we show how the electron-phonon interaction can
affect the Mott-Hubbard transitions via flat-band formation
and hybridizing fermionic bands with Frank-Condon reso-
nances. It turns out that crossovers of polaron and bipolaron
properties can predict characteristics of transitions that differ
in the rate and amplitude of changes in the density of states of
charge carriers.

II. MODEL AND METHOD

The total Hamiltonian reads H = H¢ + HP' + HPi,
where

HY =) (0 = gy + ) Ut oty o
g0 g

+ Z (&p — /“L)nngr.cr + Z UPnngr,anngr,fa

gr.o gr
+ Z Prr’fpp(Pgﬂ,ngurr',g + H.c.)
(g.g)r.r.o
+ Z Prtpd(d;gngrr,a + H.c.)
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+ Y Veanh o nd s )
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. 1
g — Z T <fg'fg + 5), )
g
HeP — ZMd( FE+ fo)d], dgs
8,0
+ Z MpgPe(f + f)(d)y Pgiro +He). (3)
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The Hamiltonian (1) describes the low-energy physics of the
CuO plane, which is a common structural unit in complex
copper oxides with a partially filled 3d orbital. Operators dgqg

and p; 1r.o Create a hole with spin o on d,>_,.-copper and
Dx(y)-OXygen atomic orbitals at positions indicated by vectors
g or g 4 r, respectively. Vector r goes over oxygen atom posi-
tions in the square unit cell at site g. The values &, and ¢, are
the local energies of the corresponding atomic orbitals, ng,g

and ng +r.o are the hole number operators, 7, and ¢,, are the

hopping parameters, U,, Uy, and V,,; are Coulomb repulsion

parameters, u is the chemical potential, and P, and Py are the
phase factors. Depending on whether orbitals with real wave
functions have the same or opposite sign in the overlap region,
the phase factors are equal to 1 or —1.

In the free phonon term (2), we consider the bond-
stretching optical vibrations with energy w,. The Hamiltonian
H®P' defines charge carriers that are linearly coupled to this
dispersionless mode through the modulation of the copper
on-site energy and the copper-oxygen hopping energy. These
electron-phonon interactions are characterized by M, and M,
parameters of the on-site or charge density displacement and
the off-site or transitive contributions, respectively.

Throughout the paper we use the following set of pa-
rameters: &4 =0, &, = 1.5, t,, = 0.86, t,g = 1.36, U; =9,
Up=4, Vpg =15, W =2.15, and wp = 0.090 (all in eV).
Below, the dimensionless electron-phonon coupling constants
are defined as Aon(ofry = Mj(pd) /W hwy, where W is the band-
width.

To study the problem, we employ the polaronic version of
the generalized tight-binding (pGTB) method. A detailed de-
scription of this type of cluster perturbation theory is provided
elsewhere [54-56]. In contrast to the Lanczos method, we
exactly determine all eigenstates of the CuOy cluster Hamilto-
nian and then discard the highest excited states in a controlled
manner, preserving the character of the spectrum. Truncating
the Hilbert space of phonons, we control the convergence of
the ground and the first excited states energies with 0, 1, or 2
holes per site with an error of no more than 1%. Optimiza-
tion of the local basis allows us to efficiently compute the
band structure of the correlated system from weak to strong
electron-phonon coupling. Here, we simulate the intercluster
contribution in the generalized mean-field approximation, tak-
ing into account the interaction of charge carriers with spin
fluctuations. Each time we change the concentration of doped
holes x or the parameters of the electron-phonon interaction
Xon and A, the band structure and the chemical potential of
the system are recomputed. We do not consider the effect of
temperature here, leaving this problem for future research.

III. RESULTS

All results are collected below on the phase diagram in the
plane of the on-site and off-site EPI parameters. To identify
the patterns in the transition behavior, we compare them with
polaron (n’f)o and bipolaron (ng)o properties, characterizing
the average number of charge carriers on the d orbitals of
copper in the single- and two-particle ground states of the unit
cell cluster, respectively (see Fig. 1). The total hole occupa-
tion of the copper orbitals increases with increasing on-site
electron-lattice interaction. It is accompanied by continuous
or discontinuous crossovers of the (n’f ) and (n’zi ), functions
with respect to the Ao, parameter. We find that red and blue
crossover curves in Fig. 2 uniquely correlate with the type
of the band structure transformation upon doping and, thus,
determine the transition regimes.

A. Phase diagram

First of all, we consider the system, neglecting the electron-
phonon interaction. At half filling, narrow subbands of
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FIG. 1. Local (a) polaron (n), and (b) bipolaron (n3), proper-
ties, characterizing the average number of charge carriers on the d
orbitals of copper in the single- and two-particle ground states of
the unit cell cluster, respectively. Here, A, is on-site parameter of
electron-phonon contribution and Ao is off-site one. Solid curves
indicate the boundary of abrupt and discontinuous increases of the
(nd )o or (nd )o values. The corresponding dashed curves mark the

inflection points of these values as a function of A,, parameter.

correlated d electrons and a wide band of valence p electrons
of oxygen form the band structure of a charge-transfer insu-
lator. The pd hybridization leads to the mixing of the orbitals
and the broadening of the correlated bands. Upon hole doping,
we reveal the chemical potential in the gap near the bottom
of the conduction band. It is located here up to some critical
value of x = x., where x,9 ~ 0.8%. For undoped systems,

0 L L L L L
0 0.05 0.1 0.15 0.2 0.25 0.3

)\off

FIG. 2. Phase diagram of the system in the plane of on-site and
off-site electron-phonon interaction parameters. The blue and red
curves trace the crossovers in the properties of the polaron (n{), and
bipolaron (ng), functions, respectively. Solid (dashed) lines corre-
spond to singular (continuous) crossovers. To the left (right) of the
yellow curve, the on-site (off-site) contribution prevails. The Roman
numerals indicate the parameter regions with different types of the
band structure transformations. The point numbers correspond to the
numbers of the curves in Fig. 3.
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FIG. 3. Doping dependence of the density of states at the Fermi
level. Zero (curve 0) or weak (curve 1) electron-phonon interaction
results in the sharp transitions at x = x.. Intermediate interaction
with dominating off-site contribution keeps the type of transition but
reduces the final density of states N(E) (curves 2a and 2b). The
largest amplitude of changes in the density of states and sharp tran-
sition at x, > x. is observed with the prevailing on-site contribution
(curves 3a and 3b). This transition is fast but smooth if A, =0
(curve 3c). The formation of the flat band near the Fermi level can
change the type of the transition and reduce its amplitude (curve
4). Strong electron-phonon interaction localizes the charge carriers
(curve 5).

such behavior reflects the absence of electron-hole symmetry.
The latter guarantees the chemical potential is in the middle of
the energy gap for a band insulator or a half-filled one-band
Hubbard model [57,58]. The chemical potential confinement
effect appears to be the result of the interband redistribution
of the spectral weight caused by the Coulomb correlations. At
sufficiently large value of the Coulomb interaction U > 20eV
or zero hybridization #,; = 0, we find the chemical potential
near the top of the valence band. Then the insulator-metal
transition occurs for any nonzero value of the doped carriers,
which is consistent with the paper [59]. Anyway, the chemical
potential gradually enters into the band upon doping, opening
the Fermi surface with a maximum of the spectral weight at
the (v /2, w/2) point of the Brillouin zone. As a result, we
observe a sharp transition from an antiferromagnetic Mott
insulator to a metallic ground state, which is characterized by
an abrupt increase in the density of states of charge carriers
at the Fermi level N(Ey) (Fig. 3, curve 0). Weak electron-
phonon interaction does not qualitatively affect the spectrum
and behavior of the system (Fig. 3, curve 1; Fig. 2, part I).
Slight smearing of the bands by the Frank-Condon resonances
insignificantly decreases the spectral weight and density of
states of quasiparticles emerging on the Fermi surface.

In contrast, strong electron-phonon interaction (Fig. 2,
part V), leading to the Peierl’s type of transition from itin-
erant to localized carriers at any fixed doping level, causes
a rigid behavior of polaron system upon doping. In this
regime, we do not observe a transition with an increase in the
concentration of hole-doped carriers up to x = 25%-30%
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(Fig. 3, curve 5). A similar conclusion was previously ob-
tained for the Hubbard-Holstein model using determinant
Monte Carlo simulation [34]. In the phase diagram, the strong
interaction part is located above both polaron and bipolaron
crossover curves, where functions (n‘f)o and (ng )o reach their
maximum values. So the distribution of the charge carrier
density in the lattice among copper and oxygen orbitals takes
the form of a checkerboard. Part VI of the phase diagram
is characterized by moderately strong EPI effects. Between
curves of singular polaron and bipolaron crossovers, the sys-
tem demonstrates transition to the state with a low density of
electron carriers.

Intermediate electron-lattice coupling determines the dop-
ing transformations of the system between these two limits.
To the right of the yellow line (Fig. 2, part II), the off-site
EPI contribution dominates. It is accompanied by a gradual
increase of the band structure incoherence. As a result, we
observe the transition to states with a significantly lower value
of N(Ey) density of charge carriers (Fig. 3, curves 2a and 2b).

To the left of the yellow line and between the crossover
curves (Fig. 2, parts III and 1V), the dominant on-site contri-
bution of EPI causes qualitative changes in the band structure
formation, which depend on the following circumstances. (i)
The electron-phonon interaction tends to localize the charge
carriers on the d orbitals of copper, so the pd hybridization
weakens, and the spectral weight of the quasiparticle excita-
tions is redistributed. At half filling, the chemical potential
gets stuck at Franck-Condon in-gap states with a low spec-
tral weight near the bottom of the conduction band. Now
the electron-phonon interaction restrains the transition up to
some critical value of the doped carriers x. > x.o, where x, &
2%-3% (Fig. 3, curves 3 and 4). (ii) Simultaneously, a nar-
row flat band with a doping-dependent spectral weight begins
to form around the (s, ) point of the Brillouin zone [54].
For this parameter range, low-energy polaronic excited states
are bound, so the phonon spectral function demonstrates the
emergence of the novel states below the one-phonon contin-
uum [54]. Transitions between bound polaronic excited states
and bipolaronic ground states cause the flat-band formation.
This band is located just below the top of the valence band,
but with an increase in the strength of the off-site electron-
phonon coupling, its position gradually becomes higher. If
the chemical potential passes through the gap under doping
and first enters the valence band at the (/2,7 /2) point,
then a sharp insulator-metal transition occurs (curves 3a and
3b). Note that according to the Gerlach-Lowen theorem, such
transition is smooth, albeit very fast, for a purely local EPI
contribution (curve 3c). Due to the multiparticle effects of the
spectral weight redistribution, the amplitude of the changes
in the density of states N(Ey) now significantly exceeds that
observed at low or zero EPI (Fig. 3, curves 3a, 3b, and 3c ver-
sus curves 0-2). Otherwise, the chemical potential first falls
into the flat band of impurity polaron states. This leads to a
smooth transition with a smaller amplitude and slow increase
in the density of states N(E) upon doping (Fig. 3, curve 4).

B. Discussion

It turns out the crossover regime (Fig. 2, parts III and IV)
correlates with the mode of the orbital-selective insulator-

d orbital
p orbital
d+p

0 x 0.05 0.1 0.14
X

FIG. 4. Orbital-selective insulator-metal transition driven by
(a) on-site electron-phonon interaction or (b) doping. The insets show
the partial density of states.

metal transition observed at fixed doping level when any
interorbital contributions are neglected [Fig. 4(a), t,s =
0, Vpa =0, Aofr = 0]. Similarly to the orbital-selective Mott
transition [48], electron-phonon interaction first localizes
the charge carriers in the narrow d orbital at A,, > 0.5,
while the wide p band remains itinerant up to strong EPI,
characterized by A,, = 1.5. Any hybridization effects tend
to suppress the orbital-selective phase. With a fairly small
contribution of the interorbital overlapping 7, we observe
the orbital-selective insulator-metal transition driven by dop-
ing [Fig. 4(b), initial parameters of the band structure but
t,a = 0.1 eV], but there is no orbital-selective transition
upon doping for the initial parameter set. Nevertheless, the
orbital-selective correlations persist and strongly influence the
spectral weight redistribution between copper and oxygen or-
bitals at the dominating on-site electron-phonon contribution,
especially in the crossover regime III and IV of the phase
diagram.

Moreover, we find that the intermediate lattice contribu-
tion, which causes transitions in the crossover regime (Fig. 2,
parts III and IV) at doping level x = x,, leads to the pro-
nounced pseudogap Fermi surface formation for x > x,.
Indeed, for the weak or zero electron-phonon interaction,
spectral weight mapping in k space at the Fermi level demon-
strates small hole pockets centered around the (/2,7 /2)
point of the Brillouin zone [Fig. 5(a)]. It corresponds to the
short-range antiferromagnetic spin liquid state of the system.
However, for parts III and IV of the phase diagram (Fig. 2),
we observe [54] short or elongated Fermi arcs centered around
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FIG. 5. Spectral weight mapping at the Fermi level as a function of the direction in the Brillouin zone for (a) weak and (b) intermediate
EPI (parts I and III of the phase diagram, respectively). (b) Fermi arc is elongated and has no “backside of the pocket” if it results from the flat
band formation. Parameters correspond to point 4 in Fig. 2 and curve 4 in the Fig. 3.

the point (7, ) and having a maximum spectral weight at
their centers [Fig. 5(b)]. The origin of the arcs can differ and
results from either the appearance of the flat band at the Fermi
level (elongated arcs) or the spectral weight redistribution
between the inner and outer sides of the pockets (short arcs).
The later effect is inherent for systems with strong electron
correlations and is significantly enhanced here due to the
orbital-selective correlations and flat-band formation caused
by electron-phonon interaction.

IV. CONCLUSIONS

Finally, we reveal different types of insulator-metal transi-
tions driven by doping in the system with competing Coulomb
and electron-phonon interactions. In the limit of strong elec-
tron correlations and for the parameter range between the
crossovers of the polaron and bipolaron properties, the in-
termediate electron-lattice coupling with dominating on-site
contribution causes related effects such as orbital-selective
behavior, pseudogap formation, the emergence of the novel
states below the one-phonon continuum in the phonon spectral
function, and sharp insulator-metal transitions with the largest
amplitude of the changes of the charge carrier density states
at the Fermi level.

We show that the occupancy of orbitals, triggering the
insulator-metal transition and relating to its features, essen-
tially depends on both the Coulomb and electron-phonon
interactions. The presented results can direct the search for
new promising materials with exceptional characteristics of
the insulator-metal transitions. Previously, the control of con-
ductivity by manipulating the filling of the orbitals has been
demonstrated in thin films of vanadium dioxide [60]. Note that
the suppression of the electron-phonon interaction due to the
effects of the Fermi blockade [61] or screening [62,63] does
not change our general conclusions. In high-temperature su-
perconductors, these phenomena develop upon doping, while
transitions discussed here occur at electron concentrations
close to half filling.
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