PHYSICAL REVIEW B 104, 155113 (2021)

Evidence from on-site atom number fluctuations for a quantum Berezinskii-Kosterlitz-Thouless
transition in the one-dimensional Bose-Hubbard model
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We study the one-dimensional Bose-Hubbard model describing the superfluid-Mott insulator quantum phase
transition of cold atoms in optical lattices. We show that derivatives of the variance of the on-site atom number
occupation, computed with respect to the parameter driving the transition, have extrema that are located off the
critical point even in the thermodynamic limit. We discuss whether such extrema provide solid evidence of the
quantum Berezinskii-Kosterlitz-Thouless transition taking place in this system. The calculations are done for
systems with the mean number of atoms per lattice site equal to either one or two. They also characterize the
nearest-neighbor correlation function, which is typically discussed in the context of time-of-flight images of cold

atoms.
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I. INTRODUCTION

Over the last two decades, we saw an explosion of activ-
ities in theoretical and experimental studies of cold atoms
in external (oftentimes periodic) potentials [1-6]. Decisive
motivation for these efforts came from the observation that
such systems may provide unique insights into outstanding
problems of condensed matter physics. Such a presumption
follows from well-known facts that (i) various lattice geome-
tries can be optically imposed on cold atoms (one-, two-,
and three-dimensional, square, triangular, etc.); (ii) different
types of interactions can be encountered in such systems
(on-site, nearest-neighbor, long-range, etc.); and (iii) param-
eters characterizing them can be typically tuned over a vast
range of values, which should allow for reaching the strongly-
correlated quantum regime.

As a result, tens of different condensed matter models,
which can be neither analytically solved nor efficiently nu-
merically simulated, were conjectured to be experimentally
accessible in cold atom systems. In the context of our paper,
those undergoing a quantum phase transition are of spe-
cial interest [7-10]. Among them various Bose-Hubbard-like
models can be most naturally approached with cold atoms,
which is comprehensively discussed in reviews [1,4,5].

Suppose now that a strongly-correlated state of those
atoms is created. The following question then arises: What
experimentally-accessible observables can be used for getting
insights into its properties?

To proceed with the discussion of this question, it should
be said that the most ubiquitous approach to experimental
probing of the state of cold atoms is based on the time-of-flight
imaging technique, where one turns off external fields keeping
atoms in place. Atoms fly away from each other and then their
spatial distribution is recorded, which is reviewed in Ref. [2].
Similar insights can be also obtained through quantum gas
microscope techniques, where one probes in situ distribu-
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tion of atoms in individual lattice sites (see Refs. [11,12]
for reviews).

The former approach allows for determination of two-point
correlation functions, out of which the nearest-neighbor one,
i.e., the expectation value of the tunneling operator, is of
special interest and will be commented upon below (see,
e.g., Ref. [13] for relevant recent experimental work). The
latter approach gives direct insights into local atom number
fluctuations, out of which the variance of the on-site atom
number occupation can be determined. Alternatively, one may
employ the atom-number-projection spectroscopy for measur-
ing the variance, which is also discussed in above-mentioned
Ref. [13]. Having said all that, it is now natural to ask what
imprints of a quantum phase transition can be seen in these
observables?

We have addressed such a question in systems described by
two- and three-dimensional Bose-Hubbard models. Namely,
it was shown in Refs. [14,15] that derivatives of both the
variance and the nearest-neighbor correlation function, com-
puted with respect to the parameter driving the transition, have
extrema, which can be used for localization of critical points
of such models.

The questions we are now interested in are the following.
Can we gain unique insights, via above-mentioned observ-
ables, into the very nature of the quantum phase transition of
the one-dimensional (1D) Bose-Hubbard (BH) model? How
the results for this model differ from the ones obtained in its
higher dimensional counterparts?

The outline of this paper is the following. The model that
we study is presented in Sec. II. Numerical simulations, for
systems with the mean number of atoms per lattice site equal
to one, are discussed in Secs. III and IV. The summary of our
paper is provided in Sec. V. There are also two appendices.
Appendix A extends our studies from Secs. III and IV to
systems with two atoms per lattice site, whereas Appendix B
presents technical details of our numerical simulations.

©2021 American Physical Society
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II. MODEL

We study ground states of the 1D BH model with open
boundary conditions. Its Hamiltonian, expressed in the unit of
the on-site interaction energy, is given by

M—1 M

. . 1

H:—JE:&T ai+ala; +—§ﬁ,-ﬁ,-—1,
i=1(,+1 ;1 Qit1) P ( ) 0
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where 211-T (a;) creates (annihilates) an atom in the ith lattice
site, J is the nearest-neighbor tunneling coupling, and M is the
number of lattice sites (M — oo is assumed in this section).
Physical realization of such a model, envisioned in seminal
work [16], asks for placement of cold atoms in an optical box
trap superposed onto an optical lattice. This should be pos-
sible due to recent unprecedented experimental advances in
studies of box-trapped gases, which are summarized in latest
review [17].

Assuming that the lattice is filled with N atoms, one defines
the filling factor

n=N/M 2)

being of key importance during discussion of many-body
phases of the 1D BH model. Namely, at fixed integer n such a
model undergoes the superfluid-Mott insulator quantum phase
transition [5,18]. Such a transition lies in the universality class
of the two-dimensional classical XY model [19]. This means
that it is the quantum Berezinskii-Kosterlitz-Thouless (BKT)
transition, which in the classical context was described in
seminal works [20-22] (see Ref. [23] for a recent review).

The system is in the Mott insulator (superfluid) phase
when 0 < J < J. (J > J;). For the unit filling factor, being
of interest in the main body of this paper, the critical point
is located at J. ~ 0.3, which is more than three times larger
than the mean-field prediction [24]. A thorough summary
of theoretical efforts leading to such a value is presented in
Ref. [5].

The question now is how the BKT character of the
superfluid-Mott insulator phase transition of (1) can be probed
in cold atom experiments. We suggest that this can be done by
taking a closer look at either the variance of the on-site atom
number occupation

Var(J) = (J|#7|J) — n? 3)
or the nearest-neighbor correlation function
CU) = (lal, ,a; + ajain |J), 4)

where |J) denotes the ground state of (1). Equivalence of
the physical content of Var(J) and C(J), whose derivatives
with respect to the parameter driving the transition will be
extensively discussed below, comes from the mapping

d d
EVar(J) = 2Jd—JC(J), 5)

which can be easily found via the Feynman-Hellmann
theorem.

A more insightful result coming from such a theorem is
that

2

d
L Nar()) = —27- =
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W, (6)
where £(J) is the ground-state energy per lattice site. This
simple identity provides a link between derivatives of the
variance and physics of BKT transitions.

It is so because the singular part of the ground state
energy density is expected to be well approximated by
the BKT-type expression on the Mott insulator side of the
transition [18]

Esing(J) & Aexp(— ) ~ £, (7

2B
NI = J
where £ is the correlation length while A and B are some
nonuniversal constants. We focus our attention on the Mott
insulator phase in this paper.

Finally, to place our studies in a larger setting, we have the
following comments.

First, in the context of classical phase transitions,
where the BKT theory is typically discussed [23], Eq.(7)
describes the singular part of the free energy density (see, e.g.,
Refs. [25,26]). Having said that, we see from (6) that d Var/dJ
is the exact quantum analog of the specific heat, whose behav-
ior is of special interest in the classical context. This remark
follows from the fact that the specific heat per lattice site can
be written as —Td>F/dT?, where T is temperature and F is
the free energy per lattice site [27].

Second, insights into BKT physics of the 1D BH model can
be also obtained from the single-particle energy gap, which is
proportional to £~ (J). In addition to that, one may also study
two-point correlation functions

(Jlaj,a; + alai, 1), ®)

which for r > 1 are expected to exhibit the algebraic r—!/4
decay at the BKT critical point (we overlook an essentially
unobservable logarithmic correction to such a decay law,
see, e.g., Ref. [28]). Numerical studies of the former (lat-
ter) quantity can be found in Ref. [29] (Refs. [30-32]; see
also Ref. [33]). As far as experiments are concerned, it is
unclear to us whether one can measure these quantities ac-
curately enough for getting conclusive insights into BKT
physics. We mention in passing that more “exotic” physical
quantities, providing insights complementary to the ones de-
livered by dVar/dJ, will be commented upon in Secs. IV
and V.

Third, experimental studies of BKT physics in cold atom
setups were initiated by seminal work [34]. To the best of our
knowledge, however, they were restricted to two-dimensional
cold gases, where the classical BKT transition takes place
(see, e.g., Refs. [34-37] reporting experiments with either har-
monically trapped or homogeneous Bose gases; see Ref. [38]
for a review). Note that the quantum character of the BKT
transition, 1D geometry, and the periodic lattice potential in
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FIG. 1. The first derivative of the variance of the on-site atom
number occupation for the unit filling factor (n = 1). Main plot:
numerical results for system sizes M = 100 (black), 200 (red), 400
(green), and 800 (blue). Inset: the violet curve depicts the perturba-
tive result obtained from (10) while the blue one shows M = 800 data
from the main plot. The two curves are practically indistinguishable
for J smaller than about 0.2.

our system strikingly contrast with the properties of the sys-
tems explored in these experimental works.

III. NUMERICAL SIMULATIONS

Model (1), just as its two- and three-dimensional incarna-
tions, is not exactly solvable. As a result, its theoretical studies
are oftentimes carried out via numerical simulations. Our nu-
merical simulations are presented in Figs. 1-3, showing the
first, second, and third derivative of the variance in the Mott
insulator phase (see Appendix B for technical details).

The most striking features seen on these figures are the
extrema, whose location

minimum | maximum
dVar/dJ 0.176
Var/dJT | 0247 ©)
d*Var/dJ> 0.198 0.266

is listed here for the largest system that we have numerically
studied (M = 800).

The broad maximum of dVar/dJ, depicted in Fig. 1, is
the quantum equivalent of the so-called nonuniversal specific
heat peak that was predicted by the BKT theory (see, e.g.,
Ref. [28], where such terminology is used in the classical
context). Its off critical point location nicely illustrates the
peculiar nature of BKT transitions. Indeed, in two- and three-
dimensional BH models, where non-BKT transitions take
place, dVar/dJ has maxima that are located at the critical
points [14,15].

It is also evident from these figures that the nonuniversal
contribution to the plotted quantities is by no means negli-
gible at the critical point. This conclusion follows from the
observation that all derivatives of (7) vanish at the critical
point (e is essentially singular at J.). Thus, derivatives
of the variance at the critical point are entirely deter-

A I B
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FIG. 2. The same as in Fig. 1 except we deal here with the second
derivative of the variance.

mined by the nonuniversal component of the ground-state
energy density. They are clearly far from being negligible
there, which is seen after extrapolation of the data from
Figs. 1-3 to J =J, ~ 0.3 [39]. Similar situation is found
in classical BKT transitions, where the specific heat near
critical points is known to be dominated by nonuniversal
contributions [23].

We also note that finite-size effects are most evident near
the maximum of the third derivative (Fig. 3). This is related
to the fact that the correlation length of the infinite 1D BH
model at J = 0.266 is equal to about four hundred [40], which
is only a factor of two smaller than the largest system size that
we have numerically studied.

Then, we compare numerical simulations to analytical re-
sults following from

2720 70952 176684
Var(J) = 8J% — 24J* — Jo J8— J1o
ar(J) o T3 81
431428448 ,  104271727762891 ,
6561 330674400
32507578587517774813 8
JP 40U, 10)
3888730944000

which was obtained via the Rayleigh-Schrodinger perturba-
tive expansion in the tunneling coupling for an infinite system
subjected to the unit filling factor constraint [41]. We mention
in passing that Ref. [41] comprehensively presents high-order
perturbative studies of the Mott insulator phase of the 1D BH
model (see also Refs. [42-47] for related albeit lower-order
investigations).

To begin, we take a look at positions of extrema following
from (10). They are given by

minimum | maximum
dVar/dJ 0.176
NarjdJ | 0.235 - db
d*Var/dJ? 0.194

which quite accurately reproduces all but one result reported
in (9). The position of the maximum of the third derivative is
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FIG. 3. The same as in Fig. 1 except we deal here with the third
derivative of the variance.

missing here because such a maximum is absent in the third
derivative of (10).

Next, we note that a very good agreement between nu-
merics and perturbative results is seen for J less than about
0.2. This is sufficient for excellent (good) analytical char-
acterization of the maximum (minimum) in Fig. 1 (Fig. 3).
However, despite the high order of expansion (10), the shape
of the minimum in Fig. 2 is only reasonably reproduced by
the perturbative formula while the maximum in Fig. 3 is not
captured by it, which we have already mentioned. This is
presumably so because these two features are located at so
large J that a higher-order expansion is needed. For example,
already near J = 0.2, we can infer from the numerical data
that the low order of the expansion, rather than finite-size
effects, is responsible for discrepancies between numerics
and analytics (the larger the system size is, the bigger
they are).

The question now is how we can actually argue that the
above-discussed numerics provides evidence of the quantum
BKT transition taking place in our system. This brings us to
the next section.

IV. BKT FIT

The idea here is to fit
2

9 Var(s Py P 25 CJ +DJ?
a7 )= dﬂ[ exP( N J)] e
(12)

to numerics from Fig. 1, use so determined expression to
compute higher derivatives of the variance, and finally to com-
pare such obtained results for d*>Var/dJ? and d*Var/dJ? to
numerics presented in Figs. 2 and 3, respectively. Two remarks
are in order now.

First, we set J. = 0.3 in (12), taking such a value from
Ref. [5]. The fitting procedure yields the A, B, C, and D coeffi-
cients. It will be applied to all data points that we have, which
represent d Var/dJ in the Mott insulator phase. Such a choice
of the range of J’s is motivated by the fact that the features
that we try to capture, such as the maximum from Fig. 1, are

not necessarily located near the critical point. Moreover, we
reduce a bit arbitrariness of the fitting procedure by avoiding
fine-tuning of the domain of (12).

Second, the exponential term in (12) comes from the uni-
versal BKT formula, see (6) and (7). The polynomial terms
in (12) represent the nonuniversal contribution to dVar/dJ in
the simplest possible way. This can be argued as follows. The
constant, J-independent term is skipped as we expect from
perturbative expansions that d Var /dJ vanishes at J = 0. Both
linear and quadratic terms in J are needed for capturing the
overall parabolic shape of the data from Fig. 1. Omission
of the cubic, quartic, etc., terms in J reduces the number of
free parameters to minimum. Similar fitting schemes were
explored in the classical context in Refs. [25,26].

The fitting has been done with the NonlinearModelFit
function from Ref. [48]. It yielded

A | B | c | D a3
—12.52) | 1.465(3) | 12.8(1) | —32.1(4) °

where one standard error is listed in the brackets. All data
from Fig. 1, for the M = 800 system, has been used for the
fit.

Out of these four fitting results, only the B parameter can
be compared to the former studies. Namely, it was extracted
from numerical data for the single-particle energy gap, corre-
lation length, ground-state fidelity, and fidelity susceptibility
of the 1D BH model [29,40,49]. Those studies estimated it
at 1.59(3), 1.61(4), 1.72(1), and 1.84(5), respectively. Our
result adds one more value to the table, which does not
seem to be solving the puzzle of what the value of B re-
ally is. Given the fact that there is 25% relative difference
between the largest and the smallest reported value of B,
further studies seem to be needed for tight estimation of
this parameter.

The quality of the fit reported in (13) is depicted in
Fig. 4(a), where its good agreement with numerics is easily
seen. We also separately plot there the universal contribution
to the fitted expression. It is peaked near the maximum of
dVar/dJ, where it is of the same order of magnitude as the
nonuniversal part of (12). Moreover, as Fig. 4(a) reveals,
nowhere in the Mott insulator phase the universal contribu-
tion dominates over the nonuniversal one. This observation
illustrates the curious nature of the studied transition, so much
different from what one finds in standard, non-BKT, transi-
tions.

Next, we combine (12) and (13) to compute higher deriva-
tives of the variance and compare them to numerics in
Figs. 4(b) and 4(c). The agreement is good but not as good
as in Fig. 4(a). This is somewhat expected given the fact that
we account for the nonuniversal part of the result with just
a linear function (C + 2DJ) in Fig. 4(b) and a constant term
(2D) in Fig. 4(c).

Having said all that, we can address the question posted
by the end of Sec. III. Namely, we see agreement between
curves plotted in Fig. 4 as solid evidence that there is a
quantum BKT transition in our system. This remark should be
especially convincing if one looks at Fig. 4(c), where whole
J dependence comes solely from the universal BKT formula
properly reproducing the shape of numerical data.
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FIG. 4. Comparison between numerics and the BKT fit discussed
in Sec. IV. Black lines show numerics for the largest system that we
consider (M = 800). Red lines follow from (12) evaluated with the
coefficients from (13). The dashed blue line in panel (a) depicts the
universal part of the fitted function, i.e., the exponential contribution
from (12). All results are for the unit filling factor (n = 1).

V. SUMMARY

We have discussed how BKT physics of the superfluid-
Mott insulator quantum phase transition of the 1D BH model
can be extracted from either the variance of the on-site
atom number occupation or the nearest-neighbor correlation
function. It may seem surprising at first glance that a clear sig-
nature of the BKT transition can be obtained from them. We
say so because these two physical quantities seem to be fea-
tureless in the Mott insulator phase, where we do calculations
(see, e.g., Ref. [41]). Interestingly enough, this remark may
explain the fact that we are unaware of any works discussing
them from the BKT perspective.

A clear link to BKT physics appears when one considers
the first derivative of the variance with respect to the parame-
ter driving the transition. It turns out that such a quantity is the
exact quantum analog of the specific heat (Sec. II). Thus, by
studying it, we get direct insights into the quantum BKT tran-
sition from the same perspective from which classical BKT
transitions are oftentimes discussed. The same can be said
about the first derivative of the nearest-neighbor correlation
function because it is proportional to the first derivative of the
variance (Sec. II).

As far as experiments are concerned, both the variance
and the nearest-neighbor correlation function can be measured
(Sec. I). We expect that it should be also possible to extract
their derivatives out of experimental data. In this context,
we would like to mention Ref. [50], where the derivative of
experimentally-measured visibility of the time-of-flight inter-
ference pattern was used for estimation of critical points of
the three-dimensional BH model. This paper demonstrates
feasibility of studies of derivatives of quantities measured in
cold atom experiments.

It should be mentioned, however, that accurate computa-
tion of derivatives of experimental data would presumably
require smoothing of such data first (e.g., by fitting some func-
tion to it). Once this would be done, calculation of derivatives
should be easy. We have been able to avoid such a procedure
in this work thanks to the high quality of numerical data that
was differentiated (Appendix B). However, in our former stud-
ies, where quantum Monte Carlo simulations were employed
[14,15], we used the Padé approximant fitting approach.

After this qualitative overview, we would like to make the
following comments.

First, we have studied systems with the average number of
atoms per lattice site equal to either one (Secs. III and IV)
or two (Appendix A). The latter case has been moved to the
Appendix because numerical results are similarly analyzed for
both filling factors.

Second, we have discussed a scheme for extraction of BKT
physics out of the above-mentioned observables (Sec. IV).
By using it, we get to know how much the universal part
contributes to the quantities that we study. For example, how
much it contributes to the quantum analog of the so-called
nonuniversal peak of the specific heat, which is depicted in
Fig. 4(a). We have shown that the universal component con-
tributes to the peak about as much as the nonuniversal one.
As a result of that, it seems to us that the peak in our system
actually appears to be neither universal nor nonuniversal.

Third, it should be said that such a peak, to the best of our
knowledge, was never experimentally observed in cold atom
systems undergoing a quantum BKT transition.

Fourth, we are aware of just one earlier theoretical work on
the 1D BH model, where some quantum analog of the specific
heat peak was discussed from the BKT perspective [49]. Its
experimental exploration, however, asks for the measurement
of either ground-state fidelity or fidelity susceptibility. As far
as we understand it, it is unclear how to measure the former,
whereas the latter can be extracted from the measurements of
the spectral function [51]. It seems to us that the observables
that we discuss are far more experimentally approachable.

Finally, we note that there are different versions of the 1D
BH model presumably undergoing a quantum BKT transition
[1,4,5]. We expect our ideas for studies of BKT physics to
be also applicable to such models. We hope that this work
will stimulate experimental exploration of cold-atom-based
quantum BKT transitions.
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APPENDIX A: DOUBLE FILLING FACTOR

The results for the filling factor n = 2 are presented in
Figs. 5-8. A quick comparison of Figs. 1-4 to Figs. 5-8
shows that qualitative features of derivatives of the variance
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FIG. 5. The first derivative of the variance of the on-site atom
number occupation for the double filling factor (n = 2). Main plot:
Numerical results for system sizes M = 100 (black), 200 (red), 400
(green), and 800 (blue). Inset: The violet curve depicts the perturba-
tive result obtained from (A1) while the blue one shows the M = 800
data from the main plot. The two curves are nearly identical for J
smaller than about 0.1.

are the same for filling factors n = 1, 2. As a result of that, we
will just briefly summarize below quantitative features of the
double filling factor results.

To begin, the relevant Rayleigh-Schrodinger perturbative
expansion in the tunneling coupling now reads [41]

396832

Var(J) = 24J% — 192J% — Jo

6770645594 32931564509156 ,

496125 9359398125
7350064303936751836656911
173664334164234375

72 4 o™,
(AD)

Extrema of numerical results, for the M = 800 system, are
characterized by

minimum | maximum
dVar/dJ 0.107
d*Var/dJ? 0.146 (A2)
d*Var/dJ? 0.118 0.157
while the ones following from expansion (A1) are
minimum | maximum
dVar/dJ 0.106
d*Var/dJ? 0.157 (A3)
d>Var/dJ? 0.128

The position of the maximum of the third derivative is not
listed in (A3) because such a maximum is absent in the third
derivative of (A1).

Fitting of Eq. (12), to numerical data for the M = 800
system in the range 0 < J < 0.175, has been done with J, =
0.18. Such a value of J. has been taken from the survey

50
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I B
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FIG. 6. The same as in Fig. 5 except we deal here with the second
derivative of the variance.

presented in Ref. [5]. We have obtained

A | B | C¢c | D
—132(2) | 1.134(2) | 38.7(3) | —157(2)

(A4)

This time, however, the result for the parameter B cannot be
compared to the previous studies because we are unaware of
any reference reporting it.

APPENDIX B: NUMERICS

The ground-state calculations have been performed using
implementation of the Density Matrix Renormalization Group
(DMRG) algorithm [52] provided by the iTensor package
[53]. The numerical method minimizes the mean energy of
variational many-body ground states expressed in the Matrix
Product State (MPS) form. That representation is given by

Wwes) = > AVAR AN i i), (BD)
M

Q1,500,000

where A!.;"] are 1 x x, x x x, and x x 1 matrices for m =
1, 1 <m <M, and m = M, respectively. The index i, =
0, 1, ..., 7 represents the on-site population of the mth lattice
site (we have checked that such a choice leads to well-
converged results). The set of all states, for the given Schmidt
dimension x, forms a variational manifold.

The MPS representation is exact for large-enough x. We
have used x = 400 for M < 400 and x up to 1600 for M =
800. This concerns simulations at both the unit and double fill-
ing factors. Too small y results in bad convergence of ground
states, which translates into noise complicating calculations
of derivatives. The sufficiently-large x grows with M, making
investigations of larger systems prohibitively expensive in
terms of time and computer resources.

We have monitored the quality of our simulations by the
study of discarded weights w,, =Y ._ X()L[jm])z, where A[Jm]
are Schmidt coefficients [52,53]. All simulated states have
been converged down to w,, < 10719 forall 1 < m < M. The
iTensor “cutoff” parameter, used for DMRG internal linear
algebra truncation, has been set to 10-13 [53].
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FIG. 7. The same as in Fig. 5 except we deal here with the third
derivative of the variance.

The variance has been computed from ground states, gen-
erated by the above-mentioned procedure for J = {J;}, where
Jiy1 —Ji =8 < 1. In order to minimize influence of open
boundary conditions on our results, we have evaluated it at
the central lattice site: Var = (73, ) — n2, where n = 1, 2. Its
numerical derivatives have been obtained from the symmetric

prescription

d
EVM(JHI/Z) ~[Var(Jiy1) — Var(J;)]/4, (B2)

2

d d d
anf(fi) A [Evar(-]i-k—lﬂ) - EVM(Ji—l/z):|/3, (B3)

etc., where Ji 10 = J; +6/2.

From these formulas, one easily sees that the key limitation
of such a procedure follows from the fact that the denominator
of the nth order derivative is given by §”. This implies that reli-
able results are obtained only when accuracy of determination
of Var(J;) is much better than §”. To compute first and second

'15007‘\‘\‘\‘\‘\‘
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FIG. 8. Comparison between numerics and the BKT fit for
the double filling factor (n = 2). Black lines show numerics for the
M = 800 system. Red lines follow from (12) evaluated with the
coefficients from (A4). The dashed blue line in the top panel depicts
the universal part of the fitted function.

derivative of the variance, we have used § = 0.001 getting
smooth results. However, our results for the third deriva-
tive, obtained with such &, exhibit small fluctuations near the
critical point due to worse accuracy of determination of the
variance there. The problem with smoothness of the third
derivative has been resolved by employment of § = 0.002,
which does not harm the overall accuracy of our studies as
such § is still sufficiently small.

Alternatively, one could have solved such an issue by dif-
ferentiation of a smooth curve that has been fitted to Var(J;)
data. We have not explored this option here because the above-
mentioned procedure straightforwardly delivers good-quality
results.

Finally, at the risk of stating the obvious, we mention that
whole discussion from this Appendix applies to our studies of
both the unit and double filling factor systems.
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