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Magnetic properties of the quasi two-dimensional centered honeycomb antiferromagnet GdInO3
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The crystal structure and magnetic property of the single crystalline hexagonal rare-earth indium oxides
GdInO3 have been studied by combing experiments and model calculations. The two inequivalent Gd3+ ions
form the centered honeycomb lattice, which consists of honeycomb and triangular sublattices. The dc magnetic
susceptibility and specific heat measurements suggest two antiferromagnetic phase transitions at TN1 = 2.3 K
and TN2 = 1.02 K. An inflection point is observed in the isothermal magnetization curve, which can be an
indication of an up-up-down phase with a 1/3 magnetization plateau, further supported by our theoretical
calculation. We also observe a large magnetic entropy change originated from the magnetic frustration in
GdInO3. By considering a classical spin Hamiltonian, we establish the ground state phase diagram, which
suggests that GdInO3 has a weak easy-axis anisotropy and is close to the equilateral triangular-lattice system.
The theoretical ground-state phase diagram may be used as a reference in NMR, ESR, or μSR experiments in
future.

DOI: 10.1103/PhysRevB.104.134432

I. INTRODUCTION

Perovskite-type oxides ABO3 have been a long-standing re-
search topic in condensed matter physics [1–4]. The intricate
competing interplay between the charge, lattice, orbital, and
spin degrees of freedom results in rich physical phenomena
of potential technological relevance, such as ferromagnetism,
antiferromagnetism, ferroelectricity, piezoelectricity, multi-
ferroicity, metal-insulator transition, superconductivity, giant
magnetoresistance, and so on [5–13]. Numerous complex
structural families have been derived from the distortion of the
ideal cubic structure of ABO3 perovskites, such as the low-
symmetric hexagonal ABO3 perovskites exhibiting improper
geometric ferroelectricity [8,14]. In particular, the hexagonal
RMnO3 (R = rare earth element) families have been widely
studied because of their interesting multiferroic characteris-
tics [15–17], i.e., the coexistence of magnetic ordering and
ferroelectricity.

Mn3+ ion can be replaced with the nontransition metal
In3+ ion. The resulting rare earth indates RInO3 have trig-
gered research interests owing to geometric ferroelectricity
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[18–21] and the quantum spin liquid (QSL)-like behaviors
[22–25]. GdInO3 has the so-called centered honeycomb lattice
structure (P63cm space group), which is the same hexagonal
structure as the QSL candidate TbInO3 and is characteristic
of the RInO3 family. Gd3+ has the half-filled 4 f shell as its
outmost orbital, with the orbital angular momentum L = 0
and the high spin state S = 7/2, suggesting a semiclassical
and nearly isotropic spin Hamiltonian. Previous studies have
revealed exotic physical properties of GdInO3, such as nega-
tive thermal expansion (NTE), spin-lattice coupling, and the
improper geometric ferroelectricity [20,21]. However, sys-
tematical studies on the ground-state spin configuration have
not yet been carried out. In the present work, we investigate
the magnetic properties in single crystals of GdInO3 combin-
ing dc magnetic susceptibility, heat capacity measurements,
and model calculations. We find that the ground state phase
diagram of a classical spin model relevant for the materials
provides reasonable explanations about our experiments.

II. EXPERIMENTAL

A. Method

Polycrystalline GdInO3 samples were synthesized by the
solid-state reaction method. High-purity In2O3 (99.99%) and
Gd2O3 (99.99%) were first weighted in the stoichiometric
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FIG. 1. (a) Observed (circles) and calculated (solid lines) XRD
patterns at room temperature. The vertical bars in each panel mark
the positions of nuclear Bragg reflections of GdInO3. The lower
curves represent the difference between observed and calculated pat-
terns. The inset shows the as-grown boule of GdInO3 single crystal.
(b) The XRD pattern of as-grown single crystal along the [001]
orientation. The inset shows the corresponding Laue photograph.

ratio and then mixed. The mixture was pressed into a pellet un-
der a pressure of 70 MPa and heated at 950◦, 1150◦, and 1350◦
in air, each for 24 hours with intermediate grinding. Then the
powder was hydrostatically pressed into a feed rod (length
60 mm, diameter 8 mm) and seed rod (length 35 mm, diameter
8 mm) and sintered at 1350◦ for 24 hours. A single crystal of
GdInO3 was grown using a two-mirror optical floating zone
furnace (IRF01-001-05, Quantum Design) with 2 × 650 W
halogen lamps. To avoid the severe volatilization of In2O3,
the growth was performed under ∼9 bar oxygen pressure
and a flow rate of 0.2 L/min O2. Feed and seed rods were
counter-rotated at the same rate of 20 rpm to improve zone
homogeneity. The steady growth speed was 10 mm/hour.

X-ray powder diffraction was performed with the copper
Kα = 1.54056 Å radiation at 300 K in x-ray diffractome-
ter (Rigaku Smartlab 9000W). The single crystal sample
was gently ground into powder and then pressed onto a
thin flat surface. All powder diffraction data were analyzed
by the Fullprof Suites [26]. Relevant refinement parameters
are the wavelength, a scale factor, zero shift, cell constants,

TABLE I. Refined structural parameters with P63cm space group
symmetry for GdInO3 at room temperature.

Cell parameters

a (Å) c (Å) V (Å3)

6.3433(3) 12.3320(1) 429.760(3)
Reliability factors

Rp Rwp Rexp χ 2

5.04 6.67 3.02 4.87
Wyckoff

Atom positions x y z B (Å2)

Gd1 2a 0.00000 0.00000 0.2741(8) 4.64(8)
Gd2 4b 0.33333 0.66667 0.2459(7) 4.64(8)
In1 6c 0.3350(3) 0.00000 0.00000 2.44(3)
O1 6c 0.3121(7) 0.00000 0.1552(9) 5.00(0)
O2 6c 0.6188(3) 0.00000 0.3153(6) 5.00(0)
O3 2a 0.00000 0.00000 0.4801(0) 5.00(0)
O4 4b 0.33333 0.66667 0.0260(9) 5.00(0)

shape parameters, asymmetry parameters, preferred orienta-
tions, atomic positions and isotropic thermal parameter B,
etc. A pseudo-Voigt function was used for the peak profile
shape fitting. We also adopt a linear interpolation between
automatically selected background points for the background
refinement. The crystallinity and crystallographic orientation
were confirmed using a back-reflection Laue x-ray camera.
The magnetization and specific heat measurements were con-
ducted using a physical property measurement system (PPMS
Dynacool, Quantum Design).

B. Structure characterization

Figure 1(a) shows the x-ray diffraction (XRD) pattern of
the single crystal powder of GdInO3 performed at 300 K.
Rietveld refinement was performed under the hexagonal space
group P63cm using Fullprof Suites. The key structural fea-
tures of GdInO3 are in reasonable agreement with the previous
measurements [20,21]. The agreement between the experi-
ments and the simulated profile is excellent. All the observed
Bragg peaks can be well indexed and no extra peaks were
detected. The refined results are listed in Table I. Figure 1(b)
shows the XRD patterns of GdInO3 single crystal, where five
reflections (00l ) (l = 2, 4, 6, 8, 10) are observed. The sharp
diffraction peaks and the nice Laue backscattering diffraction
pattern in the ab plane [the inset of Fig. 1(b)] indicates high
quality of our single crystal.

The crystal structure in a unit cell is shown in Fig. 2(a).
Gd1 and Gd2 are two inequivalent Gd atoms with Wyckoff
positions 2a and 4b, respectively. The hexagonal structure
consists of tilted InO5 bipyramids with two apical (O1,
O2) and three planar oxygen ions (O3, O4, O4) [shown in
Fig. 2(b)]. The corner-linked layered InO5 bipyramids are
separated by alternating Gd layers. The two inequivalent
atomic positions of Gd ions form the arclike arrangement
viewed along the [010] projection [Fig. 2(b)]. When viewed
along the [001] projection, the two inequivalent atomic posi-
tions of Gd ions form the centered honeycomb lattice, which
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FIG. 2. (a) Crystal structure (P63cm) with one unit cell of GdInO3. (b) Crystal structure with one unit cell of GdInO3 along the [010]
projection; the curved dotted line represents the arclike alignment of two inequivalent atomic sites of Gd ions. The three planar oxygen ions
(O3, O4, O4) are also labeled. (c) Two inequivalent atomic sites of Gd ions form the stuffed honeycomb lattice along the [001] projection. J1

is the nearest neighbor (NN) spin coupling constant between Gd1 and Gd2; J2 is the NN spin coupling constant between Gd2. The sublattice
labels A and B represent Gd2 and C represents Gd1.

consists of a honeycomb lattice with a superimposed triangu-
lar lattice located at the center of each hexagon [Fig. 2(c)].
The displacements of the Gd1 and Gd2 sites and the associ-
ated tilting and distortion of InO5 bipyramids create electric
dipoles, which are responsible for occurrence of the improper
geometric ferroelectricity [20] in GdInO3.

C. dc magnetic susceptibility

Figure 3(a) shows the temperature dependence of ZFC and
FC dc magnetic susceptibility M(T ) for parallel and perpen-
dicular to the crystallographic c axis of GdInO3 measured
at μ0H = 0.02 T. The M(T ) for H ⊥ c shows paramagnetic
behavior down to 1.8 K. On the other hand, M(T ) for H ‖ c
shows an upturn of the M(T ) curve at ∼2.3 K, as shown in
the inset of Fig. 3(a). This magnetic transition has not been
reported previously, and we label the transition temperature
as TN1.

The inverse magnetic susceptibility χ−1 = μ0H/M is
shown in Fig. 3(b). A Curie-Weiss (CW) analysis of the para-
magnetic state of GdInO3 is performed by using

χ (T ) = χ0 + NAM2
eff

3kB(T − θCW)
, (1)

where χ0 is a temperature-independent term, θCW is the CW
temperature, Meff is the effective paramagnetic moment, NA is
the Avogadro constant, and kB is the Boltzmann constant. The
derived effective moments for H ‖ c and H ⊥ c are Meff =
7.55 μB and 8.08 μB per Gd3+, respectively, which are close
to the theoretical prediction 7.94 μB for a free Gd3+ ion. The
CW temperature for H ‖ c and H ⊥ c are θCW = −13.06 K
and −9.66 K, respectively. The negative CW temperature
suggests that the transition at T = TN1 is an onset of an antifer-
romagnetic ordering. The frustration parameter is | θCW

TN1
| ∼ 6.0,

which is rather large, indicating strong spin frustration in
GdInO3.

The isothermal magnetization curves M(H ) for H ‖ c and
H ⊥ c at 1.8 K are shown in Fig. 4(a). The different behav-
iors for H ‖ c and H ⊥ c indicate magnetic anisotropy. We
observe a very tiny hysteresis loop for H ‖ c, suggesting the
existence of small magnetic moment along the c axis. The in-
dividual M(H ) curve and its first derivative (dM/dH) at 1.8 K

along the c axis is shown in Fig. 4(b). One notable inflection
point emerged around 2.6 T: the corresponding magnetization
value is about 1/3 of the saturation magnetic moment (Ms).

FIG. 3. (a) Temperature-dependent magnetization for H ‖ c and
H ⊥ c of GdInO3 with ZFC process under 200 Oe. The inset shows
an expansion of the magnetization over the temperature range 0 K
to 16 K where magnetic transition TN1 appears. (b) Inverse magnetic
susceptibility χ−1 deduced from the ZFC magnetization. The dashed
and dash-dotted lines are fit to the data with a CW law as described
in the text.
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FIG. 4. (a) Isothermal magnetization curves for H ‖ c and H ⊥ c
obtained at 1.8 K. A very tiny loop of magnetization curve for H ‖ c
is shown in the inset. (b) Isothermal magnetization curves for H ‖ c
obtained at 1.8 K (black curves) and its first derivative dM/dH (pur-
ple curves). The upper dotted line represents the saturation magnetic
moment; the lower dotted line indicates the transitions close to 1/3
of Ms.

The inflection point can be more clearly seen in dM/dH curve
as a valley-peak characteristic. This anomaly may indicate
either a tiny 1/3 magnetization plateau, as observed in other
triangular lattice antiferromagnets (TLAFs) [27–31], or sim-
ply a magnetization kink. Our model calculations support the
1/3 magnetization plateau scenario under a set of reasonable
assumptions, which will be discussed in the theory section
(see Sec. III).

D. Heat capacity

The temperature dependent specific heat Cp(T ) in zero
field is shown in Fig. 5. Cp(T ) at high temperature is dom-
inated by phonons and the magnetic contribution becomes
prominent below ∼15 K. Two successive sharp peaks are ob-
served in Cp(T )/T at T ∼1.05 K and ∼2.2 K [Fig. 5(b)].
Comparing with magnetic measurements, the first transition
at ∼2.2 K is the antiferromagnetic transition. We think the
second transition at lower temperature could be another mag-
netic transition. The lattice specific heat contribution has been
estimated by fitting the high-temperature data above 30 K. We

FIG. 5. (a) Specific heat Cp (solid circles) as a function of tem-
perature in zero field and the Debye and Einstein terms for the lattice
heat capacity fit (dash dot lines); the inset show the Cp(T ) curves
of GdInO3 and EuInO3 in the low temperature range from 0.35 K
to 30 K. (b) Cp(T )/T curves of GdInO3 in the low temperature
range from 0.35 K to 30 K. The two black arrows indicate the two
successive magnetic phase transitions TN1 and TN2. The inset shows
the full magnetic ions Gd3+ contribution to the entropy, as indicated
by the blue dotted line positioned at R ln(8).

use the Debye-Einstein model Clattice(T ) = CDebye + CEinstein

for the lattice heat capacity [32]:

CDebye = 9nDR

(
T

�D

)3 ∫ �D/T

0

x4ex

(ex − 1)2
dx, (2)

CEinstein =
∑

i

3nEi R

(
�Ei

T

)2 e�Ei /T

(e�Ei /T − 1)2
, (3)

where R denotes the gas constant, �D and �Ei are the Debye
and the ith Einstein temperatures, respectively, and nD and
nEi are integer weight factors. Here, nD and nEi must satisfy
nD + ∑

i nEi = n where n = 5 is the number of atoms in a
forum unit. The best fit for the high temperature specific
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FIG. 6. Isothermal magnetization curves obtained in the temper-
ature range from 2 K to 50 K and under magnetic fields 0 to 9 T.

heat under zero field can be obtained by assuming a sin-
gle Debye branch (nD = 1, �D = 740 K) and three Einstein
branches, (nE1 , nE2 , nE3 ) = (1, 1, 2) with (�E1 ,�E2 ,�E3 ) =
(143 K, 214 K, 583 K).

Since GdInO3 is an insulator, the electronic contribution
to the total heat capacity can be neglected at low temper-
ature. By using the low temperature lattice heat capacity
of nonmagnetic insulator EuInO3 [inset of Fig. 5(a)] as-
suming it has similar lattice heat capacity as GdInO3, we
extract the magnetic heat capacity Cm of GdInO3. The en-
tropy change Sm is then calculated by �SM (T ) = ∫ T

0
Cm (T )

T dT
[inset of Fig. 5(b)]. The entropy change is about 16.73
J K-1 mol-1, which is close to the expected value, R ln 8 =
17.29 J K-1 mol−1, for a spin-7/2 system.

E. Magnetocaloric effect

The field dependence of the magnetization from 2 K to
50 K is shown in Fig. 6. The magnetocaloric effect (MCE)
describes the temperature change of a magnetic material under
adiabatic conditions through the application or removal of an
external magnetic field. This effect is particularly pronounced
at temperatures and magnetic fields corresponding to mag-
netic phase transitions. The MCE measurement is a powerful
and widely used tool for investigating magnetic refrigeration
materials. Compared with conventional systems based on the
vapor-gas cycle techniques, alternative techniques utilizing
MCE can be efficient in low-energy consumption and safe
to the environment [33,34]. Recently, frustrated magnetic ma-
terials have begun to be recognized for their great potential
in enhancing the cooling power related to the presence of a
macroscopic number of soft modes below the saturation field
[35–37]. We evaluate the magnetic entropy change of GdInO3

for H ‖ c using the Maxwell relation:

�SM(T, H ) =
∫ H

0
μ0

(
dM

dT

)
H

dH. (4)

FIG. 7. Temperature variation of magnetic entropy change
−�SM for GdInO3 calculated from the magnetization data. The inset
shows RC as a function of magnetic field.

The temperature dependence of −�SM under magnetic fields
up to 9 T is shown in Fig. 7. −�SM increases with the in-
crease of applied magnetic field. With maximum field of 9 T,
−�SM increases ∼23.19 J kg−1 K−1 at 2 K. The refrigeration
capacity (RC) of a magnetocaloric material can be calculated
by

RC = −
∫ T2

T1

�SM(T ) dT, (5)

where T1 − T2 = δTFWHM and the δTFWHM is its full width at
half maximum of −�SM. The RC as a function of differ-
ent field changes is depicted in the inset of Fig. 7. Its RC
reaches ∼200 J kg−1 (at �μ0H = 7 T) and ∼295 J kg−1

(at �μ0H = 9 T). GdInO3’s RC is comparable to that in
other Gd-based magnetic materials with and without signif-
icant frustrated interactions. For example, RC = 325 J kg−1

for �μ0H of 7 T in SrGd2O4 [38], RC = 125 J kg−1 for
�μ0H of 7 T in RuSr2GdCu2O8 [39], RC = 400 J kg−1 for
�μ0H of 8 T in GdMnO3 [40]. Considering its relatively large
RC among these other Gd-based materials, the inappreciable
field/thermal hysteresis and the weak anisotropy, GdInO3’s
could be a candidate for a cryogenic magnetic refrigeration
material.

The relatively large magnetic entropy change above 5 T
near liquid temperature in GdInO3 may result from the field-
induced paramagnetic state. A large magnetic entropy change
has also been observed in SrGd2O4 [38], but it is distinct
from unfrustrated systems where the magnetic entropy change
tends to grow rapidly at low fields and saturate at high fields.
This distinct behavior can possibly be attributed to the pres-
ence of a macroscopic number of soft modes due to frustration
below the saturation field [37].
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III. THEORY

In the following, we discuss our theoretical standpoint
about GdInO3 using a classical spin Hamiltonian relevant for
this material. As mentioned before, Gd3+ ions in GdInO3

(space group: P63cm) comprises three sublattices A–C, with
sublattices A and B (Gd2) forming the honeycomb network
and sublattice C (Gd1) in the center of every hexagon, which
corresponds to a

√
3 × √

3 deformation of the triangular lat-
tice. A free Gd3+ (4 f 7) carries S = 7/2 with a quenched
orbital moment L = 0, for which a nearly isotropic g tensor
is expected, as in fact seen in our experiments (Fig. 3). As
usual, a second-order perturbative effect due to the spin-orbit
coupling can give rise to single-ion anisotropy. Indeed, the
measured isothermal magnetization curves for H ‖ c and H ⊥
c behave differently, especially in high fields (Fig. 4). Thus,
we consider the following classical spin Hamiltonian, which
is expected to be adequate for S = 7/2 spins:

H =
∑
〈i j〉

Ji jSi · S j − D
∑

i

(
Sz

i

)2 − h ·
∑

i

Si, (6)

where Si is a vector spin with unit length at site i. We define
Ji j , D, and h as incorporating the factors of S2, S2, and gμBS,
respectively, and assume the isotropic g tensor. The model
is U (1) (Z2) invariant for h ‖ c (h ⊥ c) and O(3) invariant
for D = h = 0. We consider two interactions that are distin-
guished by symmetry: J1 between sublattices AC or BC and J2

between sublattices AB [Fig. 2(c)]. We restrict our attention
mostly to the frustrated case with antiferromagnetic coupling
J1, J2 > 0.

Here we comment in passing on the past studies about the
centered honeycomb lattice Hamiltonian (6). In the literature,
this model has been studied in relation with ABX3 (A is an
alkali metal, B is a transition metal, and X is a halogen atom)
materials with the

√
3 × √

3 deformation, e.g., RbFeBr3,
RbMnBr3, and KNiCl3 (see Ref. [41] and references therein).
However, these materials are quasi-one-dimensional easy-
plane antiferromagnets. Because of the anisotropy and the
strong intrachain antiferromagnetic interaction [i.e., interlayer
interactions neglected in Eq. (6)], with the latter several orders
of magnitude larger than J1 and J2, the ordered moments
in these materials are in the ab plane in the zero field and
the off-plane canting costs huge energy. For this reason, the
main focus in the past studies was in the phase diagram for
D � 0 and h ⊥ c or in the perturbative response to a very
small field for h ‖ c [42–46]. In contrast, GdInO3 is quasi-
two-dimensional and nearly isotropic. Hence, to provide a
comprehensive viewpoint, we study the entire magnetization
process for both D > 0 and D < 0 including h ‖ c and h ⊥ c.

A previous density functional calculation suggested that in-
terlayer interactions are dominantly ferromagnetic and small
[22]. On this basis, we consider a two-dimensional lattice
by neglecting them while the phase diagram in a quasi-two-
dimensional lattice may be discussed based on our results.
The density functional study also predicted J1/J2 ≈ 1/3 [22].
Generally, the modulation J1 
= J2 tends to reduce the frustra-
tion, as can be inferred from the two limiting cases, J1 = 0
or J2 = 0, which are unfrustrated. Nevertheless, as it turns
out, many new phases that are absent in the well-known case
J1 = J2 appear as intermediate phases. With details about

the theoretical magnetic phase diagram put in Appendix, we
discuss below the main conclusions relevant for the material.

The most important experimental clue available at present
is the small anomaly in M(H ) near 1/3 of the saturation
moment for H ‖ c and the absence thereof for H ⊥ c (Fig. 4).
In addition, M(H ) for H ‖ c exhibits a small hysteresis loop
while one for H ⊥ c does not, which indicates a small net
magnetic moment along the c axis in the zero field limit.
The subtle anomaly for H ‖ c, though not conclusively solely
based on experimental observations, could be indicative of
a narrow magnetization plateau, since it is reminiscent of
M(H ) in the classical triangular-lattice Heisenberg model,
where the up-up-down state is selected by the thermal order-
by-disorder mechanism and further stabilized by easy-axis
anisotropy [47,48]. According to our analysis and previously
known results, the 1/3 magnetization plateau can be realized
at the classical level at T = 0 for (i) J1 < J2 and D > 0,
(ii) J1 = J2 and D > 0, (iii) J1 > J2 and D � 0, (iv) J1 > J2

and D∗∗ � D < 0, and (v) J1 > J2 and max(D∗, D∗∗∗) < D <

D∗∗, where D∗∗ = [ 3
4 (J1/J2)2 − 9

4 (J1/J2) + 3
2 ]J2 and D∗∗∗ =

−(9/4)J1 + 3J2 [see Fig. 11(a) in Appendix A 2]. In addition,
small quantum effects as well as thermal entropic effects are
expected to enhance the plateau, though probably not very
significantly [47,49–51]. Among the above cases (i)–(v), only
case (iii) is consistent with the tiny net magnetic moment
along the c axis in the zero-field limit of the centered hon-
eycomb lattice (J1 
= J2). Roughly speaking, the feature due
to the plateau becomes obscure for J1 ≈ J2 [Figs. 9 and 10 in
Appendix]. Although many other factors (such as disorder and
thermal effects) could also contribute to the smearing of an
anomaly, we could probably argue that GdInO3 is much closer
to the equilateral triangular-lattice system than previously
proposed by a density functional calculation [22]. We also
note that the comparison about the magnetization process for
H ⊥ c is consistent with the scenario of J1 � J2 with D > 0.
In the zero-field ground state phase diagram shown in Fig. 8
(Appendix), Phase 6 is the only possibility of a noncollinear
order with zero net magnetic moment in the ab plane. Fur-
thermore, the transverse magnetization curve for J1 � J2 and
D > 0 exhibits a much narrower 1/3 magnetization plateau
than the longitudinal one for the same parameter set; see the
demonstration for (D/J2, J1/J2) = (0.05, 1.1) in Fig. 12(c)
(Appendix). We expect that the more obscure anomaly for
H ⊥ c would be even more easily smeared out by thermal or
disorder effects.

IV. DISCUSSIONS AND SUMMARY

In summary, we have reported the magnetization and
specific-heat measurements on the single-crystal GdInO3,
where semiclassical S = 7/2 magnetic moments due to Gd3+
ions form the centered honeycomb lattice. Our specific-heat
measurements have revealed two phase transitions at 1.02 K
and 2.3 K, in zero field. At 1.8 K, an inflection point is
observed near 1/3 Ms in M(H ) curve for H ‖ c. Also, a tiny
hysteresis loop is observed for H ‖ c at low temperature. In
GdInO3, the coupling between two nearest neighbor Gd3+

ions is antiferromagnetic. With the easy-axis anisotropy, two
antiferromagnetic transitions were theoretically predicted and
indeed observed in some triangular-lattice materials, such as
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FIG. 8. (a) Ground state spin configurations at the selected points
(triangles) in the D > 0 region and (b) the ground state phase dia-
gram in zero field. The states shown in (a) represent the parameter
points indicated by triangles in panel (b). Phase 1 is (Phases 3 and 7
are) collinear in the ab plane (along c). Other phases are noncollinear
and coplanar; Phase 2 is (Phases 4–6 are) in the ab plane (the plane
including the c axis). The 1–2, 3–4, 4–5, 6–7 transitions are second-
order induced by softening of a magnon mode. The 3–7, 4–6, and
5–6 transitions are bridged by a high-symmetry line J1 = J2. The
1–7, 2–5, and 2–6 transitions are bridged by another high-symmetry
line D = 0. The 4–5 boundary is evaluated numerically.

Rb4Mn(MoO4)3 [52–54]. Here, the C3 symmetry of the tri-
angular lattice is first broken to form the up-up-down phase,
which then undergoes an additional transition into the so-
called Y phase at a lower temperature [27–29]. We think that
two antiferromagnetic transitions in GdInO3 are likely to have
a similar origin.

Our model calculations suggest that a Hamiltonian with
weak easy-axis anisotropy D > 0 and J1 � J2 is consistent
with the experiment. Compared with TbInO3 [22–25], a can-
didate of a QSL with the same crystal structure, GdInO3

seems to behave much more classically, though with the possi-
bility of multiple phase transitions induced by both magnetic
field and temperature. To gain more detailed information on
the realized spin configuration, additional experimental stud-
ies, such as NMR, ESR, or μSR, would be required and our
analysis of the ground-state spin structures can be used as a
reference.
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APPENDIX: DETAILS OF THE THEORETICAL ANALYSIS

We discuss the classical ground state phase diagram of the
Hamiltonian (6). After discussing the ground state phase dia-
gram in zero field (Appendix A 1), we discuss magnetization
processes for H ‖ c (Appendix A 2) and H ⊥ c (Appendix 3).

1. Ground state phase diagram in zero field

We first review the case for easy-plane anisotropy, D < 0
[42–46]. By assuming a three-sublattice structure in the ab
plane, we parametrize them as Sμ = (cos φμ, sin φμ, 0) with
μ ∈ {A, B,C}. When fixing φC = 0 by invoking the U(1) sym-
metry, the energy density is

E (φA, φB) = 3J1(cos φA + cos φB) + 3J2 cos(φA − φB).
(A1)

The extremal condition for E (φA, φB) for J1 
= 0 is sin φA +
sin φB = 0, which can be satisfied by (i) collinear antiferro-
magnetic configurations in the honeycomb sublattice A ∪ B,
(φA, φB, φC ) = (π, 0, 0) or (0, π, 0) (hereafter, modulo 2π ),
(ii) collinear states with ferromagnetic configuration in A ∪
B, (φA, φB, φC ) = (0, 0, 0) or (π, π, 0), or (iii) noncollinear
states

(φA, φB, φC ) = (±(π/2 + α),∓(π/2 + α), 0), (A2)

with α = sin−1 J1
2J2

, for which |J1/J2| < 2 is required.
For J2 > 0 and |J1| � 2J2, the ground state is (π, π, 0)

(“Phase 1” in Fig. 8). For J2 > 0 and |J1| < 2J2, the
ground state is the noncollinear state (A2), which interpolates
(φA, φB, φC ) = (0, 0, 0) and (π, π, 0) upon changing J1/J2

from J1 = −2J2 to 2J2 (“Phase 2”), with an exception of
J1 = 0, which has a degenerate ground state manifold due to
the decoupling between A ∪ B and C. The two branches in
Eq. (A2) may be distinguished by chirality χz = (SA × SB +
SB × SC + SC × SA) · ẑ, corresponding to breaking of mirror
symmetry A ↔ B.

The above arguments hold true also for D = 0 as far as the
relative orientations of the ordered moments are concerned.
The only difference is that the direction of the net magnetic
moment (the plane of the ordered magnetic moments) for a
collinear (noncollinear) state has to be chosen by spontaneous
symmetry breaking.
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TABLE II. Symmetry properties of the zero-field ground state
phases for D < 0 (easy-plane).

Symmetry Phase 1 (collinear) Phase 2

U (1), spina broken broken
Z2, lattice (A ↔ Bb) invariant broken

aU (1) spin rotation along the z axis.
bMirror symmetry, where the mirror plane contains the c axis, the
center of a hexagon, and the midpoint of the hexagon edge.

For easy-axis anisotropy, D > 0, we first take a pertur-
bative approach assuming D � 1. We demonstrate below
that a π/2-reorientation transition occurs at J1 = J2 con-
cerning the noncollinear-coplanar order in Phase 2. Here,
instead of taking the direction of the ordering plane as
a variational parameter, we consider the rotation of the
anisotropy axis by writing HD(d) = −D

∑
i(Si · d)2 with a

variational unit vector d, whilst keeping the unperturbed
state in the ab plane [Eq. (A2)]. By parametrizing d =
(sin ϑ cos ϕ, sin ϑ sin ϕ, cos ϑ ) with 0 � ϑ � π/2 and 0 �
ϕ < 2π (0 � ϕ < π for ϑ = π/2), we have

HD(ϑ, ϕ) = −D sin2 ϑ (sin2(ϕ − α) + sin2(ϕ + α) + cos2 ϕ)
(A3)

for the noncollinear order (A2). For J1 
= J2, the condi-
tion of ∂HD/∂ϑ = ∂HD/∂ϕ = 0 can be satisfied by ϑ = 0,
(ϑ, ϕ) = (π/2, 0), or (ϑ, ϕ) = (π/2, π/2), and the ground
state for infinitesimal D > 0 is (π/2, π/2) for 0 < J1/J2 < 1
and (π/2, 0) for J1/J2 > 1. In the original coordinate frame,
this means that the spin configuration is in a plane that con-
tains the c axis and SC ⊥ c for 0 < J1/J2 < 1 (“Phase 5”)
whereas SC ‖ c for J1/J2 > 1 (“Phase 6”). For the easy-axis
equilateral triangular lattice (J1 = J2, D > 0), it is well known
that the ground state for D < (3/2)J is the coplanar “Y”
state in which Sμ with chosen spontaneously μ ∈ {A, B,C}
is parallel or antiparallel to the c axis [48]. In fact, Phase
6 corresponds to a adiabatic deformation of the Y phase
for J1 = J2 while the moment (anti)parallel to the c axis

is fixed to sublattice C, which is reasonable because the
deformed interaction J1 > J2 is fully compatible with the
modulation of the exchange energy in the ‘Y’ state. The spin
configuration in Phase 6 continuously changes with J1/J2 and
becomes collinear at (and above) J1/J2 = 2 as (Sz

A, Sz
B, Sz

C ) =
±(1, 1,−1), which is further stabilized by D > 0 (“Phase
7”). The line Dc = −(3/2)J1 + 3J2 of instability of Phase 7
extends up to (J1/J2, D) = (1, 3/2).

Stemming from the line of the decoupled point J1 = 0,
there is another collinear phase with fourfold degeneracy,
(Sz

A, Sz
B, Sz

C ) = (1,−1,±1), (−1,+1,±1) (“Phase 3”). Sta-
bilized by the easy-axis anisotropy, Phase 3 extends to the
J1 
= 0 region for D > D′

c = 3J2
2 (

√
3(J1/J2)2 + 1 − 1), border-

ing on Phase 7 along J1 = J2, D > 3/2 (Fig. 8). Phases 3
and 7 become degenerate at J1 = J2 and constitute the sixfold
degenerate up-up-down (UUD) states.

Phases 3 and 5 touch with each other at J1 = D = 0,
though they have quite distinct spin configurations, SC ‖ c
and SC ⊥ c, respectively. This implies there must be either
a direct first order transition between them or intermediate
phase(s) around J1 = D = 0. Indeed, we find another coplanar
noncollinear phase (“Phase 4”) that intervenes the two phases
(Fig. 8). Both 3–4 and 4–5 transitions are second order with
the former taking place at D = D′

c. Unlike Phase 5, SC in
Phase 4 is canted off the ab plane to gain anisotropy energy
[Fig. 8(a)]. Consequently, Phase 4 breaks the Z2 spin-lattice
symmetry that combines mirror transformations A ↔ B and
Sz → −Sz (more precisely, a π rotation along the axis of
intersection between the ordering plane and the ab plane),
whereas Phase 5 does not. Other symmetry properties for the
zero-field ground states discussed above are summarized in
Tables II and III for D < 0 and D > 0, respectively.

2. Magnetization process for H ‖ c

We next discuss the magnetization processes for the field
parallel to the c axis. Figures. 9 and 10 show representative
magnetization curves for small anisotropy D/J2 = ±0.05 and
selected values of J1/J2. An immediate observation related

TABLE III. Symmetry properties of the zero-field ground state phases for D > 0 (easy axis).

0 < |J1/J2| < 1 |J1/J2| > 1

Phase 3 Phase 4 Phase 5 (noncollinear) Phase 6 (noncollinear) Phase 7
Symmetry (collinear) (noncollinear) SC ⊥ c SC ‖ c (collinear)

U (1), spin a invariant broken broken broken invariant
Z2, spin (Sz → −Szb) broken broken broken broken broken
Z2, lattice (A ↔ Bc) broken broken broken broken invariant
Z2, spin-lattice (Sx,y → −Sx,yd, A ↔ B) broken broken broken invariant invariant
Z2, spin-lattice (Sz → −Sze, A ↔ B) broken broken invariantf broken broken

aU (1) spin rotation along the z axis.
bπ spin rotation along any axis in the xy plane.
cMirror symmetry, where the mirror plane contains the c axis, the center of a hexagon, and the midpoint of the hexagon edge.
dπ rotation along the z axis.
eπ spin rotation along an axis in the xy plane.
fThe axis of the π spin rotation should coincide with the intersection between the ordering plane and the xy plane, i.e, be parallel to SC .
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FIG. 9. Magnetization processes for h ‖ c for J1 < J2 with (a) D/J2 = 0.05 (small easy-axis) and (b) D/J2 = −0.05 (small easy-plane).
See the text for explanations about the schematic spin configurations.

to GdInO3 is that a 1/3 magnetization plateau with a UUD
configuration appears in a wide region of the parameter space.
The UUD state for J1 < J2 has spin down in sublattice A
or B, which we refer to as UUD-A/B [“c2” in Fig. 9(a)].
By a stability analysis, we find that the UUD-A/B plateau is
stable for any value of D > 0 for J1 < J2. The stability range
of this plateau varies as ∝√

D for J1 < J2. Meanwhile, the
UUD state for J1 > J2 has spin down in sublattice C (“c7” in
Fig. 10), which we refer to as UUD-C. This state breaks no
symmetry for hz 
= 0 and is actually a paramagnetic state. The
stability range of the UUD-C state slightly extends to D < 0
(see below).

Overall, the character of the magnetization process is dif-
ferent between J1 > J2 and J1 < J2 and, roughly speaking,
between D > 0 and D < 0. To demonstrate the difference
between J1 > J2 and J1 < J2, we consider the instability of
the fully polarized phase upon approaching the saturation field
from above. By introducing complex fields b = (bA bB bC )T

with |bμ| � 1, μ ∈ {A, B,C} to represent spin fluctuations as

Sμ = (Re bμ, Im bμ,
√

1 − |bμ|2), the mean-field energy den-
sity is EFP ≈ E0

FP + b†DFPb with

DFP =

⎛
⎜⎝

hz−3(J1+J2 )
2 + D 3J2

2
3J1
2

3J2
2

hz−3(J1+J2 )
2 + D 3J1

2
3J1
2

3J1
2

hz

2 − 3J1 + D

⎞
⎟⎠

(A4)

and E0
FP = 6J1 + 3J2 − 3D − 3hz. For J1 < J2, the instabil-

ity occurs at hz,c
J1<J2

= 3J1 + 6J2 − 2D and the soft mode is
bJ1<J2 ∝ (1,−1, 0), which is an instability to a coplanar state
in a plane including the c axis (“c4” in Fig. 9). This spin con-
figuration resembles the Greek letter “
” when projected in
the spin space and, as such, this is also known as the 
 state in
some literature [52,55,56]. For J1 > J2, the instability occurs
at hz,c

J1>J2
= 9J1 − 2D and the soft mode is bJ1>J2 ∝ (1, 1,−2).

This leads to the so-called “V” state (“c8” in Fig. 10) [55],
which is coplanar in the plane including the c axis. These
results hold true for both D > 0 and D < 0.

134432-9



XUNQING YIN et al. PHYSICAL REVIEW B 104, 134432 (2021)

FIG. 10. Magnetization processes for h ‖ c for J1 > J2 with (a) D/J2 = 0.05 (small easy axis) and (b) D/J2 = −0.05 (small easy plane).
See the text for explanations about the schematic spin configurations.

In the following, we quickly go through further details
about the magnetization processes for J1 < J2 and J1 > J2

with both signs of D. For J1 < J2 and D < 0 [Fig. 9(b)], the
low-field regime realizes a noncoplanar phase resulting from
canting of the zero-field state in Phase 2 out of the ab plane
[“c5” in Fig. 9(b)]. Because the antiferromagnetic exchange
for sublattice C is smaller than the other two for J1 < J2,
Mz

C in this phase increases rapidly as h increased. The scalar
chirality χ = SA · SB × SC also varies with the magnetic field
and vanishes at the same magnetic field where Mz

C is saturated.
This is a second-order noncoplanar-coplanar transition into
the 
 state discussed above.

For J1 < J2 and D > 0 [Fig. 9(a)], we have seen that the
UUD-A/B state and the 
 state are realized in the interme-
diate and high field regimes, respectively. Interestingly, for
a symmetry reason, they cannot be smoothly deformed from
one to the other. For example, |Mz

A − Mz
B| takes its maximum

value in the UUD-A/B (Mz
μ = 〈Sz

μ〉, μ ∈ {A, B,C}) while it is
zero in the 
 state [Fig. 9(a)]. Therefore, there must be a direct
first order transition, otherwise some intermediate phase(s).

For relatively large values of J1, e.g., J1/J2 = 0.5, 0.9 for
D/J2 = 0.05 shown in Fig. 9(a), there is an intermediate
phase that emerges via softening of the UUD-A/B state at its
high-field edge of the plateau [“c3” in Fig. 9(a)], which then
undergoes a transition into the 
 state at a higher magnetic
field. Meanwhile, the softening of the UUD-A/B state at the
low-field edge of the plateau yields another coplanar state
[“c1” in Fig. 9(a)], which is essentially the same state as the
one in Phase 4 in zero field. For smaller values of J1, e.g.,
J1/J2 = 0.1 for D/J2 = 0.05, a direct first-order transition
between the UUD-A/B and 
 states is realized [Fig. 9(a)].

For J1 > J2 and D > 0 [Fig. 10(a)], the magnetization
process is qualitatively similar to the well-known case of the
equilateral triangular-lattice Heisenberg model with easy-axis
anisotropy [48]; the Y state in the low-field regime, the UUD
(UUD-C) state in the middle, and the V state in the high-field
regime [“c6”, “c7”, and “c8”, respectively, in Fig. 10(a)]. The
only caveat is that the Z3 symmetry is broken explicitly for
J1 
= J2. As discussed earlier about the UUD-C state, this
qualitative similarity can be understood via the compatibility
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FIG. 11. (a) Parameter regimes for realizing two distinct types of the (in)stability of the UUD-C state (see the text). The triangles
indicate the parameter set presented in Fig. 10(b) and panels (b) and (c) in this figure. (b) Low-field magnetization processes for h ‖ c for
(D/J2, J1/J2 ) = (−0.15, 1.9) and (c) the same for (D/J2, J1/J2) = (−0.30, 1.9). See Fig. 10 for the spin state indices.

between the modulation in the coupling constants and the
modulation in the exchange energy in each state.

Finally, for J1 > J2 and D < 0 [Fig. 10(b)], we dis-
cuss some details about the stability of the UUD-C state
(1/3 magnetization plateau), because it is not very com-
mon to have a plateau state in a classical system with
easy-plane anisotropy. For this purpose, we write Sμ =
(Re b′

μ, Im b′
μ, σμ

√
1 − |b′

μ|2) with σA = σB = −σC = 1 and

|b′
μ| � 1, μ ∈ {A, B,C}. The mean-field energy density is

EUUD-C ≈ E0
UUD-C + b′†DUUD-Cb′ with b′ = (b′

A b′
B b′

C )T,

DUUD-C

=

⎛
⎜⎝

hz+3(J1−J2 )
2 + D 3J2

2
3J1
2

3J2
2

hz+3(J1−J2 )
2 + D 3J1

2
3J1
2

3J1
2 − hz

2 + 3J1 + D

⎞
⎟⎠,

(A5)

and E0
UUD-C = −6J1 + 3J2 − 3D − 3hz. The eigenvalues ω′

1–
ω′

3 of DUUD-C (corresponding to the spin wave frequencies at
momentum q = 0) are

ω′
1 = 1

4

(
9J1 −

√
4hz2 − 12J1hz + 81J2

1

) + D,

ω′
2 = 1

4

(
9J1 +

√
4hz2 − 12J1hz + 81J2

1

) + D � ω′
1,

ω′
3 = 3

2
J1 − 3J2 + hz

2
+ D. (A6)

The condition for ω′
1 > 0 is D > D∗ = − 9−6

√
2

4 J1 and

hz
1− < hz < hz

1+ with hz
1± = 3

2 J1 ± 1
2

√
16D2 + 72J1D + 9J2

1 ,

whereas the condition for ω′
3 > 0 is simply hz > hz

3 = −3J1 +
6J2 − 2D. There are two qualitatively distinct scenarios for
the stability. If hz

1− < hz
3 < hz

1+, the low- (high-)field instabil-
ity is caused by the softening of the ω′

3 (ω′
1) mode, leading to

the Y (V) state, similar to the easy-axis case. The condition
for this scenario is D > D∗∗ = [ 3

4 (J1/J2)2 − 9
4 (J1/J2) + 3

2 ]J2,

where we note D∗∗ � D∗ [see Fig. 11(a)]. In Fig. 10(b), we
demonstrate this scenario for (D/J2, J1/J2) = (−0.05, 1.1)
and (−0.05, 1.5). If hz

3 < hz
1−, on the other hand, the insta-

bilities at both edges of the plateau are caused by softening of
the ω′

1 mode. This means that the V state is realized on both
sides of the UUD-C phase in this case. This scenario requires
D∗ < D < D∗∗ and D > D∗∗∗ = −(9/4)J1 + 3J2, satisfying
both of which is possible only for J1 >

√
2J2 [Fig. 11(a)].

We show a magnetization process in the low-field regime
for (D/J2, J1/J2) = (−0.15, 1.9) in Fig. 11(b) to demonstrate
this scenario. By further increasing the easy-plane anisotropy,
the plateau becomes narrow and eventually disappears, as
demonstrated in Fig. 11(c) for (D/J2, J1/J2) = (−0.30, 1.9).
Lastly, to conclude our discussion on the case with J1 > J2

and D < 0, we mention that a noncoplanar state resulting from
canting of the zero-field state out of the ab plane is realized in
the lowest field regime [“c9” in Fig. 10(b)], similar to the case
with J1 < J2 and D < 0. The noncoplanar-coplanar transition
into either the Y state or the V state is of the second order.

3. Magnetization process for H ⊥ c

Figure 12 shows the magnetization process of the spin
model (6) in the in-plane magnetic field. In the following,
brief explanations about the realized spin configurations are
in order. The state “a1” is a coplanar state, not symmetric
under exchanging A ↔ B, in the plane subtended by the di-
rection of h (i.e., the a axis) and the c axis. In this phase,
Mx

C increases fast to reach the saturation as increasing hx.
The states “a2” and “a3” are 
 states in the ac and ab
planes, respectively. The state “a4” is a coplanar state in
the ac plane and is not symmetric under A ↔ B, which in
fact has the same symmetry property as a1. The states “a5”
and “a6” are a Y state in the ac plane and an UUD state
parallel to the a axis, respectively, in both of which the mag-
netic moment in the sublattice C is antiparallel to the field
direction. The state “a7” is a V state in the ac plane. The
states “a8” and “a9” are a Y state and a V state both in
the ab plane.
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FIG. 12. Magnetization processes for h ‖ a (or any direction of h ⊥ c) for J1 > J2 with (a) D/J2 = 0.05 (small easy-axis) and J1 < J2,
(b) D/J2 = −0.05 (small easy-plane) and J1 < J2, (c) D/J2 = 0.05 and J1 > J2, and (d) D/J2 = −0.05 and J1 > J2. See the text for
explanations about the schematic spin configurations.
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