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Typical density-functional theory calculations that wrongly predict undoped cuprates to be metallic also
predict Cu-O half- and full-breathing phonon energies that are significantly softer than observed, presumably
because of weak on-site Coulomb repulsion on the Cu 3d orbitals. We used DFT+U calculations with anti-
ferromagnetic supercells of La,CuQOy, to establish correlation between the on-site repulsion strength, tuned via
adjusting the value of U, and phonon dispersions. We find that breathing and half-breathing phonons reach
experimental values when U is tuned to obtain the correct optical gap and magnetic moments. We demonstrate
that using distorted supercells within DFT+U is a promising framework to model phonons in undoped cuprates
and other perovskite oxides with complex, interrelated structural and electronic degrees of freedom.
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I. INTRODUCTION

Phonons in cuprates have been studied mostly in doped
phases in an effort to explain superconductivity and charge-
density wave physics [1-9]. However, it is becoming increas-
ingly apparent that phonons in undoped cuprates merit further
investigation. For example, La,CuQy, hosts interesting phonon
physics even in the undoped phase. There are energy-lowering
structural distortions [10-14], spin-orbit induced magnetic
behavior [15,16], and most recently a large thermal Hall ef-
fect has been observed and attributed to phonons [17,18].
Unfortunately, the overwhelming majority of previous phonon
calculations for undoped cuprates used density-functional the-
ory (DFT) in either the local density approximation (LDA) or
the generalized gradient approximation (GGA) [4,6,19-23].

Undoped cuprates are insulating and antiferromagnetic
(AFM), but the LDA and GGA predict them to be metallic
with either no magnetism or unrealistically small magnetic
moments [5,24-27]. The disagreement is similar for the
lattice dynamics. The LO bond-stretching phonons in un-
doped cuprates calculated from LDA or GGA do not agree
with experiment but rather disperse steeply downward. Usu-
ally the bond-stretching dispersions calculated for undoped
compounds fortuitously agree with experiments on over-
doped compounds [2,8,28] and calculated dispersions are
often presented along side experiments on overdoped mate-
rials [4-6,23]. Most other branches are unaffected by doping
and already match experiments in the LDA and GGA [2,4—
6,8,23,28]. Calculating correct bond-stretching phonon dis-
persions of most undoped cuprates remains elusive.

The DFT+U method, which is an extension to DFT that
includes an adjustable Hubbard-U like on-site repulsion on
correlated orbitals (e.g., the Cu 3d orbitals in cuprates), is
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known to predict reasonable gaps and moments for undoped
cuprates and has been extensively applied to electronic-
structure calculations across a wide range of doping [29-38].
However, aside from an earlier DFT+U calculation that suc-
ceeded in calculating correct energies of a few zone boundary
phonons in CaCuO, [29], the phonon spectrum of DFT4+U
calculations in cuprates is mostly unexplored.

Inspired by the apparent success for the electronic struc-
ture, we use the DFT4+U method to investigate the interplay
between the Cu 3d on-site repulsion strength, tuned by vary-
ing U, and phonon dispersions. We already demonstrated
spectacular agreement of the calculated acoustic phonons and
nearby optic branches with experiment in another paper [14].
These low-lying branches are nearly independent of U and
agree well even in plain GGA. This is not surprising since
the low-energy phonons mainly involve motion of La and
do not induce substantial charge redistribution around the Cu
atoms. As such, dispersion of the low-energy phonons are not
a valuable metric for the accuracy of DFT+U.

In this paper, we focus on the Cu-O bond-stretching
phonons which are expected to depend strongly on the on-site
repulsion and are therefore most suitable to assess the accu-
racy of DFT+U. We demonstrate that tuning U to U=8 eV,
which reproduces the experimental charge gap and magnetic
moments [Fig. 1], brings phonon dispersions in agreement
with experiments when a realistic AFM supercell of La,CuOy4
is used [Fig. 2(b)]. We also find that the charge fluctuations
induced by the breathing phonons near the Cu atoms are
reduced at U=8 eV, consistent with the hardening of the
bond-stretching phonons.

II. METHODS

We choose La,CuQ, for our study since the Cu-O bond-
stretching phonons have been measured for all high-symmetry
wave vectors and ranges of doping [2,8,23,28]. La,CuOy,
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FIG. 1. Electronic densities of states calculated using the U val-
ues indicated in the figure. The data are offset vertically for clarity.
The colors indicate the orbitals the densities of states are projected
onto. For U = 2, 6, and 8 eV, the electronic structure is insulating
with gaps ~ 0.2, 1.4, and 2 eV, respectively. The magnetic moments
forU=1,2,6,and 8 eV are &+ 0.21, 0.33, 0.53, and 0.61 wp, respec-
tively. For U=0 eV, the ground state is metallic and nonmagnetic; for
U=1 eV, it is metallic with small magnetic moments.
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FIG. 2. (a) The HTT cell of La,CuQy. (b) The LTT cell with
correct AFM ordering and octahedral distortions. (c¢) Phonon dis-
persions and dynamic structure factors, S(Q, w), calculated in the
LTT phase with U=8 eV. The Q=(4 + &, 0, 0) zone is where the
bond-stretching branch was measured [28]. The structure factors
are broadened with a Gaussian with 3 meV width. The white lines
are the phonon dispersions in the first Brillouin zone.

like many perovskite-oxides, contains energy-lowering dis-
tortions that are static in the insulating phase resulting in
a symmetry-lowered supercell [10-14,39-42]. The structural
phases of La,CuO, have been explored using the meta-
GGA SCAN functional [43], which also predicts gaps and
moments in cuprates with accuracy comparable to DFT+U
[39,40]. It was shown that the insulating ground state pre-
dicted for undoped La,CuQy is further stabilized by including
static lattice distortions, consistent with the observed soft
modes [10-14]. The distortions occur either in the form of
Cu-O octahedral rotations resulting in the low-temperature-
orthorhombic phase (LTO) or octahedral tilts resulting in
the low-temperature-tetragonal (LTT) phase [40-42,44-46].
Experiments show that the low-temperature structure of un-
doped La,CuQy is LTO on average, but recent investigations
showed that the local structure is likely fluctuating between
the LTT and LTO phases [13,14,47] and SCAN calculations
showed that the energy difference between the LTO and LTT
phases is comparable to computational errors [40]. Never-
theless, lattice dynamics experiments use wave vectors from
the high-temperature-tetragonal (HTT) structure [2,14,23,28]
[Fig. 2(a)]. Considering the apparent ambiguity in which
distortions to include in the static structure, we chose the
higher-symmetry LTT cell [Fig. 2(b)] over the LTO cell to
simplify the analysis.

For our DFT calculations, we used the projector augmented
wave (PAW) method [48,49] in the VIENNA AB-INITIO SIM-
ULATION PACKAGE (VASP) [50-52]. The standard PAW data
sets included with VASP were used to represent the core states
of all atoms. All magnetism was assumed to be collinear
and spin-orbit coupling effects were neglected. We choose
DFT+U over SCAN. Both predict reasonably accurate elec-
tronic structures, but DFT+U allows us to tune the on-site
repulsion by changing the U value. The U correction was
applied to the Cu 3d orbitals using the method proposed
by Dudarev et al., where only a single parameter Ugy =
U is used [53]. For exchange and correlation, we choose
the LDA [54] (i.e., LDA+U) instead of GGA+U. Both the
LDA+U and GGA+U methods have been successfully ap-
plied to electronic and structural properties of cuprates before
[29-38]. Comparison between LDA+U and GGA+U in other
transition-metal oxides has shown that the physical properties
are found to be similar, with the LDA+U usually requiring
slightly larger values of U to reproduce experiments [55,56].
The results predicted here should not depend on the partic-
ular method used (i.e., LDA+U versus GGA+U), but the U
value we find to be accurate should be compared to previous
LDA+U studies.

Relaxation and ground-state calculations were performed
for integer values of U from 0 to 10 eV to determine the
band gap and magnetic moments as a function of U. Note that
U=0 eV corresponds to plain LDA. Phonons were calculated
for a subset of the U values: U =0, 1, 2, 5, 6, and 8 V.

In all calculations, the plane-wave energy cutoff was set
to 650 eV and the total energy was required to converge
to less than 1x107> eV in the self-consistent cycle. During
relaxation and ground-state calculations, Brillouin zone in-
tegrations were performed using a 12 x 12 x 6 I'-centered
k-point mesh and energy levels were smeared with a Gaussian
function with width 0=0.01 eV to aid convergence. We chose
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a small o with a sufficiently dense k-point mesh to enable
us to resolve small electronic gaps and magnetic moments as
we increased U. Lattice parameters were fixed at the experi-
mental values (a=5.360 A, c=13.236 A [57]) for all U values
and atomic positions were relaxed until the forces were less
than 0.2 meV/A on all atoms. To determine the electronic
density of states, ground-state calculations were performed
on the coarse 12 x 12 x 6 k-point mesh using the relaxed
atomic positions followed by non-self-consistent calculations
on a dense 24 x 24 x 12 k-point mesh integrated using the
tetrahedron method [58].

To calculate the phonon dispersions, we used the finite-
difference approach in the code PHONOPY [59] with 2 x 2 x 1
supercells for all U values. We included magnetic ordering
when using symmetry to find the set of irreducible displace-
ments. Each phonon calculation at a different U resulted
in ground-state force calculations for 21 supercells with in-
equivalent atomic displacements frozen in. We checked the
convergence of the phonons from the 2 x 2 x 1 supercell
against the results from a 3 x 3 x 1 supercell using U=6 eV.
Note that the 2 x 2 x 1 supercell already contains 112 atoms,
whereas the 3 x 3 x 1 supercell contains 252 atoms. Thus,
calculations for the 3 x 3 x 1 supercell are very expensive and
we could only test one case. We chose to test convergence
using U=6 eV in anticipation of it predicting the insulat-
ing ground state with reasonable electronic gap in La,CuOy.
Since it is insulating, it should be poorly screened compared
to the metallic ground state and force constants should fall off
more slowly with distance. We found that the zone center and
zone boundary energies of the longitudinal optical phonons
considered here are nearly identical between the two supercell
sizes. For some low-energy branches that are not smoothly
dispersing, the dispersions are slightly modified across the
Brillouin zone but the differences are not substantial and the
zone-boundary and zone-center energies are nearly the same.
For smoothly dispersing branches like the bond-stretching
phonons, the 2 x 2 x 1 supercell is accurate.

To analyze the effect of U on the charge density, we also
calculated the charge density redistribution, An = n — nP",
where # is the self-consistent charge density in the unmodu-
lated (i.e., fully relaxed) structure and nP" is the self-consistent
charge density calculated with a phonon eigenvector frozen
into the unit cell with a small amplitude. For small enough
phonon amplitudes, An shows the charge displaced due only
to excitations of the valence electrons. To calculate nP",
eigenvectors were identified by calculating the inelastic neu-
tron structure factors in the correct zones (see below) and
the atomic displacements of the eigenvectors were frozen in
with the largest displacement away from equilibrium set to
~0.09 A.

Since our calculations are based on the larger structurally
distorted 28-atom cell of the low-temperature AFM phases,
the Brillouin zone is smaller with 84 branches that are closely
spaced in energy with numerous anticrossings [Fig. 2(c)]. To
relate the complicated dispersions in the LTT phase to the
HTT cell, we calculated the inelastic neutron scattering struc-
ture factors S(Q, w) predicted by DFT+U in the reciprocal
lattice units of the HTT cell. The color map in Fig. 2(c)
shows that only a few branches contribute to the scattering
intensity, in agreement with experiments. The intensity around

85 meV in Fig. 2(c) is from the half-breathing bond-stretching
phonons. An alternative method, usually called unfolding, has
been used to calculate effective band structures from super-
cell electron [60—62] and phonon [63-68] dispersions in the
past. Our intuitive method (see the Supplemental Material for
details [69]) benefits from direct comparability with experi-
ments.

III. RESULTS

U=0¢eV (i.e., plain LDA), gives the expected nonmagnetic,
metallic ground state. There are four electronic regimes for
nonzero U: (i) AFM but metallic (U=1 eV), (ii)) AFM and
insulating but with unrealistically small gaps and moments
2= U >4 eV), (iii) AFM and insulating with reasonable
gaps (52> U > 8 eV), and (iv) AFM and insulating with unre-
alistically large gaps and moments (U > 8 eV). The electronic
charge gap opens with U=2 eV (Fig. 1) increasing with
increasing U. U=6 eV gives gap/magnetic moments of 1.4
eV/0.53 ug, and U=8 eV gives 2.0 eV /0.61 up, respectively.
These values agree with experiments [70-78] and previous
calculations using DFT4-U [29-34]. Gaps and moments that
come out of U~ 8 eV have the best agreement with ex-
periments. We found that for U values around U=8 eV, the
electronic structure and lattice dynamics were not very sensi-
tive to small changes in U. The electronic gaps and magnetic
moments agreed reasonably well for the range of U values
between 6 and 9 eV. There is considerable variability in
the optical gap data in the literature, so we chose U=8 eV
as the representative best value as it predicts magnetic mo-
ments closest to experiments when accounting for quantum
fluctuations not present in the calculations. We note that the
half-breathing LO phonon is actually in good agreement with
experiment for both U=6 eV and U=8 eV. The agreement is
similar for the full-breathing mode (which is sensitive to U)
and the quadrupolar mode (which is not).

Two Cu-O planes in the HTT and LTT cells give two
bond-stretching branches. Both are degenerate in the HTT
phase, but the octahedral tilts lift the degeneracy in the LTT
phase. In the case of the half-breathing phonon [(Fig. 2(c)],
the lower energy branch stretches bonds that are bent,
whereas the higher energy branch stretches bonds that are
straight. Lines in Fig. 3 represent calculated dispersions of
the bond-stretching phonons whose maximum intensity is in
the Brillouin zone where experiments are performed. With
U=8 eV, our dispersions are in striking agreement with ex-
perimental results. However the U=0 eV dispersions of the
LO phonons [Figs. 3(a) and 3(b)] are significantly softer near
the zone boundary than observed, consistent with previous
DFT calculations [4,6,19,21-23]. The calculated TO disper-
sion shown in Fig. 3(c) also agrees with experiments, but
is not affected by U. For U around 6 eV, the half-breathing
phonon is weakly sensitive to small changes in U [Fig. 4].
The trend is nearly identical for the full-breathing branch. The
improved agreement of the bond-stretching phonons in insu-
lating La,CuQy relative to the metallic U=0 eV ground state
is consistent with a series of microscopic model calculations
based on linear response theory where the charge response
was separated into local and nonlocal parts [79-86].

To check if the change in the bond-stretching phonon en-
ergies is an artifact of internal relaxation of the unitcell (i.e.,
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FIG. 3. Bond-stretching phonon dispersions calculated using U=0 eV and U=8 eV. (a) Dispersion of the half-breathing branch along the
(€, 0, 0) reciprocal lattice direction. (b) Dispersion of the full-breathing branch along the (&, &, 0) reciprocal lattice direction. (c) Dispersion
of the quadrupolar branch along the (£, &, 0) reciprocal lattice direction. The dashed red lines are the dispersions calculated with U=0 eV
and the solid blue lines are dispersions calculated with U=8 eV. The reciprocal lattice directions are consistent with the HTT cell used in the
experiments. The blue circles are experimental results from La,CuQ,. The experimental data along (&, 0, 0) are from Park et al. [2] and along

(&€, &, 0) are from Pintschovius et al. [28]. The zone boundary eigenvectors of these modes are indicated by the diagrams in each plot.

the atomic positions) at fixed lattice parameters, we checked
the tilt angle of the Cu-O octahedra in the relaxed structure at
each U (Fig. 5). For all U values used in this paper, the octahe-
dral rotations we calculated agree well with previous SCAN,
GGA, and LSDA calculations (4.3-8.5°) [40,46] which all
over estimate the experimental tilt angles (~3.5°) [57,87].
Moreover, aside from the small blip around U=1 eV, the
octahedral tilt angles evolve smoothly with only very small
~ 5% change in the relaxed octahedral tilt angles across all
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FIG. 4. Half-breathing bond-stretching phonon calculated for the
U values indicated in the figure. The zone boundary eigenvector
is shown by the diagram in the plot. Only the branch that attained
highest inelastic neutron scattering intensity in the Q=(4 + £, 0, 0)
zone is shown for each U.

U values. The behavior at U=0 and U=1 eV is due to the
inability of LDA with small U to predict a stable insulat-
ing, tilted ground state. From U=2 eV through U=8 eV, the
bond-stretching phonon energies harden drastically (Fig. 4)
while the tilt angles are nearly unchanged. Thus, it is unlikely
that the hardening of the bond-stretching phonons is due to a
modulation of the Cu bonds imposed by relaxing the structure
at fixed lattice parameters. At U=8 eV, the tilt angles are close
to previous calculated values and the bond-stretching phonon
energies are in excellent agreement with experiment.

We note that since the calculations tend to overestimate
the tilt angles, the ~2 meV splitting of the two no-longer
degenerate bond-stretching branches in Fig. 2 is overestimated
too. The small tilt angles observed in experiments would result
in smaller splitting between these branches and, with finite ex-
perimental resolution combined with the intrinsic line widths
(~1 meV [2]) of the bond-stretching phonons, it is unlikely
that such small splitting could be resolved.

5 -
—@planar
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3 T T T T 1 T
0 2 4 6 8 10
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FIG. 5. Octahedral tilt angles calculated from the ab plane (pla-
nar) and from the ¢ axis (axial).
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FIG. 6. Comparison of the amount of charge pumped by the zone
boundary phonons, An (defined in the text), into the vicinity of the
Cu atoms where the on-site potential is applied. Color bar indicates
the amount of charge pumped into/out of a small volume around the
Cu atoms, in units of ¢/A3. The top and bottom rows of color maps
show the amount of charge displaced by the phonons calculated with
U=0eV (LDA) and U=8 eV, respectively. The displacement pattern
of the Cu-O octahedra for each phonon is shown in the top row; the
magenta circle shows the region around the Cu atom plotted in the
color maps. The subscript on the labels on the right indicates U used
to calculate An in that row.

IV. DISCUSSION

In the bond-stretching phonons, the motion of the in-plane
O atoms modulates the charge density in the Cu-O bonds,
pumping charge into/out of the vicinity of the Cu atoms. The
amount of charge displaced by the bond stretching phonons at
the zone boundary is presented in Fig. 6. The color maps show
the excess charge, An, induced by bond-stretching atomic
lattice displacements in a small region around the Cu atoms
where the on-site potential is applied. Dark-blue regions are
positions in the unit cell where a (relatively) large amount
of charge is depleted by the phonon; dark red regions are
positions where a large amount of charge is added. We show
the charge modulation calculated for the phase of the phonon
displacement shown in the figure; if the phase were rotated by
7, the O atoms moving away from the Cu sites would instead
be moving toward them and the sign of the charge modulation
would flip. However, the analysis below would be the same.

For the LO bond-stretching phonons, the amount of the
charge that is pumped depends on U because U sets the energy
cost to modulate the charge around the Cu atoms. If U is
small, there is relatively little energy cost to pump charge
into/out of the vicinity of the Cu atoms. On the other hand,
with U=8 eV, there is a substantial energy cost to change
the amount of charge near the Cu atoms. The half- and full-
breathing phonons depend strongly on U since the motion of
the in-plane O atoms (top row in Fig. 6) changes the volume
of the Cu octahedra, displacing the charge. Our calculations

bear this out: There is a considerably larger amount charge
displaced into/out of the vicinity of Cu atoms by the LO
phonons with U=0 eV (middle row in Fig. 6) compared with
U=8 eV (bottom row in Fig. 6). On the other hand, the TO
quadrupolar mode induces nearly the same charge modulation
with U=0eV and U=8 eV as discussed below. We also calcu-
lated the charge modulation using U=2 eV and the results are
very similar to U=0 eV (see the Supplemental Material [69]).

The phonon energy depends on the amount of screening,
i.e., the energy is proportional to the amplitude of electronic
charge fluctuations driven by atomic vibrations. Charges are
free to redistribute between the Cu and O orbitals when
U=0, but increasing U blocks these fluctuations for the half-
breathing and breathing modes, and the amount of screening
is reduced. As a result, these modes harden with increasing U.

For the quadrupolar mode, the motion of two in-plane
O atoms outward is compensated by the inward motion of
the other two in-plane O atoms, so the eigenvector does not
substantially modulate the volume of the octahedra. Note how
charges depleted in two of the lobes due to this quadrupolar
displacement in Fig. 6 are compensated by increased charge
density in the other two, so the net occupation of the Cu site
does not change. This is the reason that it is not sensitive to the
value of U. A similar argument is true for the bond-stretching
phonons near the zone center, whose energies also do not
depend on U. We note that it was previously found that the
symmetry of the zone boundary quadrupolar mode prohibits
coupling to the Cu 3d orbitals [84]. On the other hand, the LO
phonons are not prohibited from coupling to Cu 3d orbitals,
consistent with their dependence on U [5].

In a nutshell, DFT+U points at the following mechanism:
the hardening of the LO bond-stretching phonons with U can
be understood by considering the charge density redistribution
induced by the atomic displacements. With U=8 eV, modu-
lating the charge on the Cu atom is unfavorable due to the
imposed on-site repulsion. Rather than be compressed into the
Cu-O octahedra, the charge in the Cu-O bonds tends to de-
localize. In undoped La,CuQy, the delocalized charge wants
to go into the Cu 3d orbitals on other sites, but transferring
charge into those orbitals also costs an energy that scales with
U. The charge around the Cu atoms becomes rigid (Fig. 6,
bottom row) and the modulated charge has to be excited
across the electronic gap (which also scales with U). The LO
bond-stretching phonons are coupled to the Cu 3d orbitals,
so their energies increase. On the other hand, when holes are
introduced into La; «SrxCuOy4 by doping, there are low-energy
charge excitations that do not require changing the occupation
of the Cu 3d orbitals [75]. The charge fluctuations induced by
the LO bond-stretching phonons are no longer frustrated by
the on-site repulsion and the LO zone boundary phonons are
soft [2,28].

For small U values, the agreement with the overdoped
experimental results might lead one to form analogies be-
tween doping and varying U. In fact, it has been assumed
that LDA or GGA calculations of undoped cuprates represent
the overdoped compounds and the resulting bond-stretching
dispersions do usually agree with experiments on overdoped
cuprates [5,6,21,23]. We caution that agreement between the
LDA or GGA dispersions and the overdoped compound is
merely coincidental. Electron-phonon coupling quantities like
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linewidths and spectral functions in hole-doped La, SryCuQOy4
are not reproduced by GGA [5,88]. A recent many-body
perturbation theory calculation starting from DFT+U wave
functions accurately reproduced the observed electronic spec-
tral function and showed that the density of states at the
Fermi level was different from GGA calculations [89]. It
has already been established that electronic structures from
explicitly hole-doped DFT+U calculations are qualitatively
different than undoped LDA or GGA electronic structures
[35-38] and quantities like electron-phonon linewidths, which
result from integrals over the Fermi surface, will be qualita-
tively different too. In future work, we intend to validate this
concept by calculating electron-phonon properties in cuprates
using doped DFT+U ground states.

V. CONCLUSION

To summarize, we calculated the phonon spectrum of un-
doped Lay,CuQOy4 using the LTT supercell with the energy
lowering distortions that are present in the real material
and the DFT+U method with U=8 eV. Our calculations re-
produced the experimental band gap and antiferromagnetic
moments. The calculated bond-stretching dispersions com-
puted with U=8 eV agreed with experiments, demonstrating
the sensitivity of the LO bond-stretching dispersions to the

on-site repulsion, U, which frustrates modulating the charge
around the Cu atoms. This is consistent with the experimental
result that the LO bond-stretching branches soften with hole
doping, since doping permits low-energy charge excitations
that do not require pumping charge onto the Cu atoms. These
results should be valid for transition-metal oxides in general.
We showed that the DFT+U method combined with the cor-
rect supercell is a robust framework for modeling phonons in
the undoped cuprates and other perovskite oxides with com-
plex, interrelated structural and electronic degrees of freedom.
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