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Ultrafast polarization control in κ-(BEDT-TTF)2X
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We present a theoretical investigation of the dynamics induced by higher-frequency off-resonant light pulse
excitation in the metallic phase of κ-(BEDT-TTF)2X [where BEDT-TTF is bis(ethylenedithio)-tetrathiafulvalene
and X represents a counteranion] by solving the time-dependent Schrödinger equation numerically in the quarter-
filled extended Hubbard model for the material. If the magnitude of the applied light pulse exceeds a critical
value, the transition to the charge-ordered (CO) state is then induced by the light pulse excitation. In the CO state,
one site forming a dimer becomes charge rich, the other site becomes charge poor, and the intradimer electric
dipole moments are aligned in a particular direction. The transition is driven by photoinduced reduction of the
effective transfer integrals and can therefore be regarded as a dynamical localization-related phenomenon. There
are two degenerate A phase and B phase CO states that have opposite polarization directions. The photogenerated
CO state is given by the superposition of the A phase and B phase CO states with equal weights, and the
polarization of the photogenerated CO state is effectively zero. Transitions to either of the two polarized CO
states can be induced selectively, and the polarization can be generated by excitation using light and terahertz
pulses. Furthermore, the polarization can be reversed on a timescale of several tens of femtoseconds by excitation
using double light and terahertz pulses, which induce the following phase transitions: metal → polarized CO state
of the A (B) phase → metal → polarized CO state of the B (A) phase → metal.

DOI: 10.1103/PhysRevB.104.134302

I. INTRODUCTION

Ferroelectric materials are used in a wide variety of de-
vices, including random access memory circuits, capacitors,
sensors, piezoelectric actuators, and optical devices [1–3].
If the ferroelectric polarization could be controlled on a
picosecond-level timescale, ferroelectric materials could then
be used to form advanced switching devices. However, in
conventional ferroelectric materials, the electric polarization
is governed by the rotation of polar molecules or by the
displacement of ions, and the typical time constants for the
polarization vary in length from micro- to milliseconds.

Recently, ferroelectricity that arises from electron trans-
fer, which is called electronic ferroelectricity [4–6], has
been observed in various materials, including multifer-
roics [7–14], transition metal oxides [15–17], and organic
molecular compounds [18–37], and much faster polarization
switching is expected to be enabled by this new type of
ferroelectricity.

Ultrashort terahertz (THz) pulses have proven to be pow-
erful tools for investigation of ultrafast dielectric responses
because of their strongly asymmetric electric field wave
forms, which have one dominant half cycle. THz-pump op-
tical probe measurements and second-harmonic-generation
(SHG) probe measurements have revealed the instantaneous
response of the charge and the electronic contribution to
the polarization (i.e., the electronic polarization) in the
electronic ferroelectrics tetrathiafulvalene-p-chloranil (TTF-
CA) [38] and α-(BEDT-TTF)2X [where BEDT-TTF is
bis(ethylenedithio)-tetrathiafulvalene and X is a counteran-
ion] [39]. Furthermore, it has been demonstrated theoretically

that these instantaneous responses originate from the adiabatic
nature of the THz pulse excited state [40,41].

The research above has focused on small changes in the
charge structure and the electronic polarization. Recently, it
was shown experimentally that large changes can be induced
in the electronic polarization of a variety of materials by
high-intensity THz pulse excitation. The magnitude of the
polarization was increased to approximately 20% of that in
the ferroelectric ionic phase in the paraelectric neutral phase
of TTF-CA [42], a transition from a Mott insulator to a macro-
scopically polarized charge-ordered (CO) state was induced in
κ-(BEDT-TTF)2Cu[N(CN)2]Cl [43], and ferroelectricity was
induced in the quantum paraelectric material SrTiO3 [44,45].
However, ultrafast polarization reversal, which is required for
advanced device applications, has not been observed to date
among these experimental investigations. A theoretical study
showed that the polarization can be reversed on a picosecond
timescale by high-intensity THz pulse excitation in TTF-
CA near the phase boundary between its ionic and neutral
phases [46]. However, this polarization reversal is driven by
collective lattice motion triggered by the pulse excitation and
cannot be controlled using the pulse.

To meet the challenge of realizing ultrafast polarization
reversal, we present an approach that uses photoinduced phase
transitions. Photoinduced phase transitions [47–51] have been
observed in several different materials, and the investigation
of the phenomenon is expected to lead to ultrafast control
of the material phases and the discovery of new nonequilib-
rium phases. Most of the transitions investigated to date have
been oriented toward destruction of the order of the ground
state, but photoinduced phenomena oriented in the reverse
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direction were observed recently. The electronic order of a
charge density wave [52–54], spin density waves [55], su-
perconductivity [56–58], ferroelectricity [34], and the charge
order [59–63] have all been reported to be enhanced by pho-
toexcitation.

Among these photoinduced phase transitions in the reverse
direction, we consider those that are the result of dynamical
localization [64–66]. If the time period of the light is much
smaller than the characteristic timescale of the electron mo-
tion, the electrons will then respond approximately to the
effective transfer integrals, which are given by the time av-
erages of the photomodulated transfer integrals. Under strong
excitation, the magnitudes of the effective transfer integrals
are reduced significantly by light excitation. The correlated
phases are stabilized, and the transition from a metallic state
to a correlated state may be induced by this reduction. The
dynamical localization was originally proposed to occur under
continuous light excitation. However, if the pulse duration is
sufficiently long, the localization that occurs as a result of
the reduction in the effective transfer integral magnitudes is
also induced through pulse excitation. Therefore, we hereafter
refer to the localization induced by pulse excitation as dy-
namical localization. The reduction of the transfer integral has
been observed as a redshift in the plasmalike reflectivity edge
in (TMTTF)2AsF6 (where TMTTF is tetramethyltetrathiaful-
valene) [67]. Furthermore, recent pump-probe spectroscopy
experiments showed that a short-range charge order is induced
by intense infrared pulse excitation from the metallic phase
of α-(BEDT-TTF)2I3 immediately above the transition tem-
perature [62,63], and localization of the electrons has been
proposed to be the result of dynamical localization-related
effects cooperating with the Coulomb interaction and the
characteristic lattice structure of the compound [68,69]. The
photoinduced transitions to the CO phases have been demon-
strated theoretically in the high-intensity excitation case [70].

There have been rapid developments in correlated systems
far from equilibrium that are driven using strong alternat-
ing current electric fields [71–76]. Dynamical localization is
a representative example of the exotic phenomena realized
in these systems. This proposed mechanism for the pho-
toinduced transition is essentially different from that of the
conventional photoinduced phase transition. Because of the
uncertainty relation between energy and time, the electronic
system can be excited by off-resonant light, but the lifetime
of the photoexcited state is approximately h̄/|�E |, where
�E is the difference between the photon energy and the
excitation energy of the state. The mechanisms of the pho-
toinduced phase transitions are dependent on the lifetime. In
conventional photoinduced phase transitions, local change in
the electronic structure is initially induced by photoexcitation;
collective motions of the electrons and/or phonons are then
driven by the local change, and these collective motions re-
sult in a macroscopic excited domain with electronic and/or
lattice orders that differ from the order of the ground state.
This type of photoinduced phase transition can be regarded
as the result of real excitation because it occurs only when
|�E | is so small that the lifetime of the photoexcited state is
longer than the typical timescales of the electron and/or lattice
motions. Different types of transition can then be induced by
the off-resonant light when the photoexcited state’s lifetime

is shorter than the typical timescales of the electron and lat-
tice motions. One representative example is the photoinduced
phase transition due to dynamical localization. In this type
of photoinduced phase transition, the photoinduced state is a
light dressed state and exists only when the light pulse is on.
We refer to this type of photoinduced phase transition as being
caused by virtual excitation.

In this paper, we consider ultrafast control of the polariza-
tion in κ-(BEDT-TTF)2X . (BEDT-TTF)2X can be described
as a quasi-two-dimensional strongly correlated electron sys-
tem with a quarter-filled valence band in terms of holes.
In κ-(BEDT-TTF)2X , the BEDT-TTF molecular lattice is
distorted to form dimers, and the hole orbitals of the two
dimerized molecules are strongly hybridized. As a result,
the dimers can effectively be treated as single sites, and
κ-(BEDT-TTF)2X can be regarded as a half-filled system.
κ-(BEDT-TTF)2X exhibits a Mott insulator phase if the
Coulomb interaction energy between the two holes in a dimer
exceeds its critical value [77–80]. This type of insulating state
is called the dimer Mott insulator.

Recently, a dielectric anomaly was observed in the dimer
Mott insulator κ-(BEDT-TTF)2Cu2(CN)3 [29], which indi-
cates that the charge degrees of freedom are still active, in
contrast to those in conventional Mott insulators. The origin
of this dielectric anomaly has been researched intensively,
and it has been proposed that the anomaly arises from the
electric dipoles in the dimers [29–32,34,35]. It was demon-
strated theoretically that the charge fluctuations are strongly
enhanced near the phase boundary between the dimer Mott
insulator and the ferroelectric CO phase, where one site in
a dimer is charge rich and the other site is charge poor, and
the dielectric anomaly can then be attributed to the charge
fluctuation [30,36]. The CO state is an electronic ferroelectric
state, and the dielectric anomaly indicates the possibility of
electronic ferroelectricity in κ-(BEDT-TTF)2X . Nevertheless,
experimental results have been presented that indicate the
absence of electric dipoles in dimers, where the origin of the
dielectric anomaly has been attributed to magnetic domain
walls coupled with charges [81–85]. The question of whether
the electric dipoles in these dimers actually exist remains
controversial.

In this paper, we propose an approach to ultrafast po-
larization control using the photoinduced phase transition
to the CO state that results from dynamical localization in
κ-(BEDT-TTF)2X . We demonstrate numerically that a high-
intensity, higher-frequency off-resonant light pulse can induce
the transition from the metallic ground state to the CO state.
The photogenerated CO state is given by the superposition of
two degenerate CO states that have opposite polarizations, and
this state therefore has no polarization. By applying a second
strong THz pulse along with the light pulse, one of the two
degenerate CO states can be generated selectively, and large
polarizations can be generated. Furthermore, by performing
excitation using double pulses, we can reverse and control the
polarization on a timescale of 100 fs.

II. THEORY

Consider the two-dimensional quarter-filled extended Hub-
bard Hamiltonian for holes given by
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H (t ) =
∑

〈n,m〉,σ
[βn,m(t )c†

n,σ cm,σ + H.c.] + U
∑

n

nn,↑nn,↓

+
∑
〈n,m〉

Vn,mnnnm. (1)

The first term represents the transfer of the holes, where∑
〈n,m〉 denotes a sum over neighboring site pairs, c†

n,σ (cn,σ )
is the creation (annihilation) operator for the hole with spin
σ at site n, and βn,m(t ) is the transfer integral between sites
n and m at time t . The second and third terms represent
the on-site Coulomb interaction and the Coulomb interac-
tion between neighboring sites, respectively, where U is the
on-site Coulomb interaction energy, nn,σ = c†

n,σ cn,σ , Vn,m is
the Coulomb interaction energy between neighboring sites n
and m, and nn = ∑

σ nn,σ . The electron-light interaction is
introduced by the Peierls phase as

βn,m(t ) = β (0)
n,m exp [iA(t ) · (rn − rm)], (2)

where β (0)
n,m is the transfer integral between neighboring sites

n and m under zero field, A(t ) is the vector potential of the
applied field, and rn is the position vector of site n. We adopt
atomic units, such that the velocity of light, the elementary
electric charge, and h̄ are all equal to 1 throughout this paper.
The field A(t ) is assumed to be linearly polarized and has a
Gaussian profile given by

A(t ) = A(max)e exp

[
−

(
t

D

)2]
cos(ωt ), (3)

where A(max) is the maximum amplitude of A(t ), e is the unit
polarization vector, D is the pulse duration time, and ω is the
optical frequency.

We consider an effective Hamiltonian for the higher-
frequency off-resonant excitation case here, where T = 2π/ω

is much smaller than the characteristic timescale for the hole
motions. The holes then respond approximately to the ef-
fective transfer integrals, which are given by the following
time-averaged transfer integral:

β̄n,m(t ) = 1

T

∫ t+T/2

t−T/2
βn,m(τ )dτ. (4)

If D � T holds, then β̄n,m(t ) can be approximated as

β̄n,m(t ) = β (0)
n,mJ0

[
|A(max)| exp

{
−

( t

D

)2
}

e · (rn − rm)

]
, (5)

where J0(x) is the Bessel function of order zero. The fraction
|β̄n,m(0)|/|β (0)

n,m| at the pulse peak is a decreasing function of
|A(max)|, and its value approaches zero at around |A(max)| =
2.4/[e · (rn − rm)]. This reduction of the effective transfer
integral magnitudes enhances the correlation effects and may
then induce the transition from the metallic ground state to
strongly correlated phases such as the dimer Mott insulator
and the CO states. This is the mechanism of the photoinduced
phase transition that results from dynamical localization.

To analyze the photoinduced dynamics, we solve the time-
dependent Schrödinger equation (TDSE) numerically:

i
∂

∂t
|ψ (t )〉 = H (t ) |ψ (t )〉 , (6)

with the initial condition |ψ (−∞)〉 = |ψ0〉, where |ψ0〉 is the
ground state of the electronic Hamiltonian He and He is given
by H (t ) for A(t ) = 0.

To interpret the results, we consider the effective Hamilto-
nian H̄ (t ) that is obtained by replacing βn,m(t ) in H (t ) with
β̄n,m(t ),

H̄ (t ) =
∑

〈n,m〉,σ
β̄n,m(t )(c†

n,σ cm,σ + H.c.) + U
∑

n

nn,↑nn,↓

+
∑
〈n,m〉

Vn,mnnnm, (7)

and calculate the dynamics that result from the effective
Hamiltonian numerically:

i
∂

∂t
|ψ̄ (t )〉 = H̄ (t ) |ψ̄ (t )〉 , (8)

with the same initial condition of |ψ̄ (−∞)〉 = |ψ0〉. The
eigenequation for the effective Hamiltonian is

H̄ (t ) |φ0(t )〉 = E0(t ) |φ0(t )〉 , (9)

where |φ0(t )〉 and E0(t ) are the ground state of H̄ (t ) and its
energy eigenvalue, respectively, and this eigenequation is also
solved numerically. If H̄ (t ) is valid as an effective Hamil-
tonian for consideration of the photoinduced dynamics, then
|ψ̄ (t )〉 ≈ |ψ (t )〉 holds for all t . Furthermore, |ψ (t )〉 ≈ |φ0(t )〉
holds if the photoinduced dynamics are adiabatic.

We solve the TDSE by discretizing time and using a finite-
order Taylor expansion; that is, we approximate the time
evolution operator over the time period from t to t + �t as

U (t + �t, t ) =
P∑

p=0

1

p!

{
− i�tH

(
t + �t

2

)}p

. (10)

The highest-order P of the Taylor expansion is determined
such that the norm of the highest-order contribution, which
is given by

1

P!

{
− i�tH

(
t + �t

2

)}P

|ψ (t )〉 , (11)

is smaller than the tolerance ε. In the numerical calculations
presented in this paper, the following parameters are used:
�t = 0.03 and ε = 10−15. Hereafter, we use eV as the unit
of energy and eV−1 as the unit of time, where 1 eV−1 is
equal to 0.66 fs. The numerical errors due to the use of
this approximation in the various calculated physical quan-
tities were estimated based on the differences between their
values when calculated with �t = 0.03 and 0.045 and with
ε = 10−15 and 10−14. The numerical values obtained when
using the different �t or ε values are indistinguishable graph-
ically in the figures presented in this paper. For example, the
differences between the charge correlation functions obtained
for �t = 0.03 and 0.045 and the differences between those
obtained for ε = 10−15 and 10−14 are both less than 2 × 10−7.
The time evolution is calculated using the same method with
a much longer simulation time of approximately 10 000 in the
THz-pulse-induced neutral-ionic transition in TTF-CA [46],
and the numerical errors in the physical quantity considered,
e.g., the charge density, are not visible in the graphs. This
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FIG. 1. Lattice structure of κ-(BEDT-TTF)2X . Orange ellipses
indicate the dimers.

method can be used for simulations with simulation times of
approximately 10 000 or longer.

III. RESULTS

A 4 × 4 cluster (system size N = 16) with a peri-
odic boundary condition is used, and each site is num-
bered as shown in Fig. 1. We use the crystal axes for
κ-(BEDT-TTF)2Cu[N(CN)2]Cl. There are four nonequiva-
lent bonds, which are labeled b1, b2, p, and q according
to the method of Mori et al. [86] From this point, the
neighboring site pair (n, m) is denoted by its bond name,
as indicated in Fig. 1. The b1 bond is the strongest bond
and forms the dimers. We used the following transfer inte-
grals: β

(0)
b1 = 0.265, β

(0)
b2 = 0.098, β (0)

p = 0.109, and β (0)
q =

−0.038, which were calculated using the extended Hückel
method for κ-(BEDT-TTF)2Cu[N(CN)2]Br [86]. We also
used the following Coulomb interaction energies: U = 0.70,
Vb1 = 0.45, Vb2 = Vp = 0.25, and Vq = 0.20. Because the q
bonds are significantly longer than the other interdimer bonds,
we use the smaller value for Vq. The validity of the Coulomb
parameters is discussed in Ref. [37]. The ground state |ψ0〉 of
the electronic Hamiltonian He is calculated using the Lanczos
method, and this set of parameters gives the metallic ground
state. The position vectors rn are determined using the follow-
ing parameters [86]: the lattice constant along the a axis is
12.9 Å, the corresponding constant along the c axis is 8.4 Å,
the dihedral angle between the molecular planes is 92.3◦, the
inclination angle of the molecular long axis is 34.0◦ from the
direction oriented perpendicular to the conducting sheet, and
the distance between the molecules in a dimer is 3.56 Å.

We calculate the light absorption spectrum α(ω) for the
metallic ground state |ψ0〉 using the Lanczos method, and
α(ω) is shown in Fig. 2. A small peak occurs around ω =
0, while large peaks exist around ω = 0.3. These features
agree with those of the experimentally obtained absorption

��

��

���

���

���

�� �� �� ��

�
	


��(
A

rb
. u

ni
t)


��	eV�

FIG. 2. Light absorption spectrum α(ω). An artificial broadening
of 0.01 is used.

spectrum [87,88]. The spectrum α(ω) is almost zero, and the
off-resonant condition is satisfied for values of ω > 2.5.

A. Photoinduced transition to CO phase

We consider the dynamics for A(max) = 0.8 Å−1, where e
points in the positive a-axis direction (e ‖ a), D = 60, and
ω = 2.5, which is in the higher-frequency off-resonant and
intense excitation case. The dependence of the dynamics on
ω and A(max) will be demonstrated later. This light parame-
ter set gives the maximum amplitude of the electric field as
E (max) = 2.0 × 108 V/cm. To investigate the physical prop-
erties of the solution |ψ (t )〉 to the TDSE, we consider the
overlap S(t ) ≡ |〈ψ0|ψ (t )〉|2 and the probability Ws(t ) that a
dimer is singly occupied for |ψ (t )〉. The solution |ψ (t )〉 is
expressed as a linear combination of many basis states. The
probability Ws(t ) is given by the sum of the weights of the
basis states that have a single hole in a given dimer. Note
that Ws(t ) is independent of the chosen dimer because all
the dimers are equivalent. The probability Ws(t ) indicates the
magnitude of the correlation effect; Ws = 0.5 holds if there is
no correlation effect and the holes are distributed randomly,
and Ws = 1 holds in the strong on-dimer Coulomb interac-
tion case. The corresponding probability for the dimer Mott
insulator ground state (W (DMI)

s ) is approximately 0.85 near
the boundary with the metallic phase, and the probability for
the present metallic ground state (W (M)

s ) is 0.72. We also
consider the weights of the metallic states for |ψ (t )〉 de-
fined by Wm(t ) ≡ ∑16

l=1 | 〈ψ (M)
l |ψ (t )〉 |2, where |ψ (M)

l 〉 are 16
degenerate metallic ground states in the noninteracting case
where U = 0 and Vb1 = Vb2 = Vp = Vq = 0. The weight for
the metallic ground state |ψ0〉 (W (M)

m ≡ ∑16
l=1 | 〈ψ (M)

l |ψ0〉 |2)
is 0.55, demonstrating that the metallic states have a major
weight in |ψ0〉. This weight is smaller than 1 as a result of
correlation effects. If the holes are localized in |ψ (t )〉 because
of a strong correlation effect, Wm(t ) is then effectively zero. In
fact, the weight for the dimer Mott insulator state is effectively
zero. The metallic nature of |ψ (t )〉 can be seen from Wm(t ).

We show the time variations of Ws(t ), Wm(t ), and S(t )
in Fig. 3. Ws(t ) initially increases and becomes greater than
W (DMI)

s for −30 � t � 30. This large Ws(t ) indicates that the
photogenerated state is a strongly correlated state. S(t ) and
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FIG. 3. Temporal variations of (a) �ρn(t ), (b) Ws(t ) and Wm(t ),
and (c) S(t ) for A(max) = 0.8 Å−1, e ‖ a, D = 60, and ω = 2.5.

Wm(t ) are both reduced drastically by photoexcitation and
almost reach zero within the time range −30 � t � 30, during
which the strongly correlated state is photogenerated. These
results show that the photogenerated state has effectively no
overlap with the metallic ground state and the dynamics can
thus be regarded as a photoinduced phase transition. After the
pulse is turned off, S(t ) becomes close to 1, thus showing that
|ψ (t )〉 has a major overlap with the ground state, even in the
intense excitation case.

To investigate the photoinduced strongly correlated phase,
we calculated the photoinduced charge at site n:

�ρn(t ) = ρn(t ) − 0.5, (12)

where ρn(t ) is the charge at site n and is given by

ρn(t ) = 〈ψ (t )|nn|ψ (t )〉 , (13)

and we use the facts that all sites are equivalent in the elec-
tronic Hamiltonian He and the charge for the ground state is
0.5 at all sites. The charge correlation ξn,m(t ) between sites n

-0.2

-0.1

 0

 0.1

 0.2

5 12 16 9 11 1 13 15 10 14 2 4 3 7 8

� 6
,m

(t)

m

�6,m
(0)

-40

-30

-20

-10

0

FIG. 4. Charge correlations ξ
(0)
6,m for the ground state and the

correlations ξ6,m(t ) for |ψ (t )〉 at t = −40, −30, −20, −10, and 0
when A(max) = 0.8 Å−1, e ‖ a, D = 60, and ω = 2.5.

and m is defined by

ξn,m(t ) = 〈ψ (t )|[nn − ρn(t )][nm − ρm(t )]|ψ (t )〉 . (14)

The charge correlations ξ6,m at t = −40, −30, −20, −10,
and 0 are shown in Fig. 4. Within the time range −30 �
t � 30, during which the transient strongly correlated state
is photogenerated, the values of |ξ6,m| become much greater
than the corresponding values for the ground state |ξ (0)

6,m|.
The charge correlations ξn,m between the red sites in Fig. 5
and the correlations between the gray sites are positive, but
the correlations between the red and gray sites are negative.
Furthermore, the correlations |ξn,m| are almost independent
of the distances between the site pairs and are close to the
maximum value of 0.25. Note that the correlations |ξn,m| for
the CO state are maximal in the absence of charge fluctua-
tions and they have a maximum value of 0.25. These strong
long-range charge correlations show that the photoinduced
strongly correlated state is a CO state, and the charge order

1

2

9

10

5

6

3

4

7

8

11

12

13

14

15

16

1

2

7

8

3

4

1

2

3

4

b1

b2

p

qa

c

FIG. 5. Charge order pattern for the CO state. The red sites are
charge rich (charge poor), and the gray sites are charge poor (charge
rich) in the A (B) phase CO state.

134302-5



OHMURA, TOKIMOTO, AND TAKAHASHI PHYSICAL REVIEW B 104, 134302 (2021)

pattern of the CO state is illustrated schematically in Fig. 5.
In the CO state, one site forming a dimer becomes charge rich
while the other corresponding site becomes charge poor, and
the intradimer electric dipole moments are then aligned along
the a axis. There are two degenerate CO states, called the A
phase and B phase CO states. The red (gray) sites in Fig. 5
are charge rich, and the gray (red) sites are charge poor in the
A (B) phase CO state |φ(CO)

A 〉 (|φ(CO)
B 〉). The CO state |φ(CO)

A 〉
(|φ(CO)

B 〉) has polarization because of the electric dipoles in
the dimers, and the polarization is oriented in the negative
(positive) a-axis direction. Furthermore, because the electric
dipole is generated by hole transfer within the dimer, the CO
state is an electronic ferroelectric state.

We show the temporal variations in �ρn(t ) in Fig. 3(a).
Charge disproportionation does not occur in the dimer, and
the polarization is effectively zero within the time range in
which the CO states are photogenerated. This is because the
photoinduced CO state |ψ (t )〉 is given approximately by su-
perposition of |φ(CO)

A 〉 and |φ(CO)
B 〉 with equal weights.

B. dynamical localization

In this section, to investigate the origin of the photoinduced
phase transition, we compare the charge correlations and the
bond orders for the solution |ψ (t )〉 to the TDSE (6) with the
original extended Hubbard Hamiltonian H (t ) with the corre-
sponding quantities for the solution |ψ̄ (t )〉 to the TDSE (8)
with the effective Hamiltonian H̄ (t ) in Figs. 6(a) and 6(b). The
charge correlation ξ̄n,m(t ) between sites n and m for |ψ̄ (t )〉 is
defined by

ξ̄n,m(t ) = 〈ψ̄ (t )|[nn − ρ̄n(t )][nm − ρ̄m(t )]|ψ̄ (t )〉 , (15)

ρ̄n(t ) = 〈ψ̄ (t )|nn|ψ̄ (t )〉 . (16)

The bond orders of the X bond, denoted by pX (t ) and p̄X (t )
for |ψ (t )〉 and |ψ̄ (t )〉, respectively, are defined by

pX (t ) = Re

[∑
σ

〈ψ (t )|c†
n,σ cm,σ |ψ (t )〉

]
, (17)

p̄X (t ) = Re

[∑
σ

〈ψ̄ (t )|c†
n,σ cm,σ |ψ̄ (t )〉

]
, (18)

where the X bond connects sites n and m. The absolute values
of the charge correlations show the magnitude of the charge
order, and the absolute values of the bond orders decrease
as the electrons become more localized. Actually, during the
time range −30 � t � 30 in which the CO states are photo-
generated, |pX (t )| (|ξn,m|) are much smaller (larger) than the
corresponding values of the ground state. We can therefore see
how the photoinduced phase transition proceeds from the time
variations in ξn,m(t ) and pX (t ).

The time variations in the various physical quantities
caused by H̄ (t ), including ξ̄n,m(t ) and p̄X (t ), are driven by
the time variations of the effective transfer integrals β̄X (t ). If
we ignore rapid and small oscillations, the values of ξ̄n,m(t )
[ p̄X (t )] are almost identical to those of ξn,m [pX (t )], which
demonstrates that |ψ (t )〉 can be approximated very well us-
ing |ψ̄ (t )〉, and the transition can then be regarded as being

FIG. 6. Temporal variations in (a) ξn,m(t ) (solid lines) and ξ̄n,m(t )
(dashed lines), (b) pX (t ) (solid lines) and p̄X (t ) (dashed lines), and
(c) β̄X (t )/β (0)

X when e ‖ a, ω = 2.5, A(max) = 0.8 Å−1, and D = 60.

induced by the time variations in the effective transition inte-
grals.

We show the time variations in β̄X (t )/β (0)
X in Fig. 6(c).

The magnitude of each effective transfer integral |β̄X (t )| is
reduced significantly from |β (0)

X | by photoexcitation within
the time range in which the CO states are photogenerated.
As |β̄X (t )| decreases, |pX (t )| also decreases, and |ξn,m(t )|
increases. This strong correlation between |β̄X (t )|, |ξn,m(t )|,
and |pX (t )| shows that the reduction in |β̄X (t )| induces the
localization of the electrons and enhances the charge order,
which then results in the transition to the CO phase. Therefore,
we can conclude that this transition is caused by dynamical
localization.

We compare the weight of the metallic states Wm(t ) for
|ψ (t )〉, that for |ψ̄ (t )〉 [W̄m(t ) ≡ ∑16

l=1 | 〈ψ (M)
l |ψ̄ (t )〉 |2], and

that for |φ0(t )〉 [W (0)
m (t ) ≡ ∑16

l=1 | 〈ψ (M)
l |φ0(t )〉 |2] around the

transition point in Fig. 7. Both Wm(t ) and W̄m(t ) change con-
tinuously with time, but W (0)

m (t ) changes discontinuously at
t = −47. When t is regarded as a parameter in H̄ (t ), the cross-
ing of the ground state occurs at t = −47, and the ground state
of H̄ (t ) is the CO (metallic) state when t > −47 (t < −47).
Therefore, the photoinduced transition is nonadiabatic, and
the time required in this phase transition is of the order of
tens of femtoseconds.
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FIG. 7. Temporal variations of Wm(t ) (blue solid line), W̄m(t )
(red dashed line), and W (0)

m (t ) (black dots) around the transition point
for A(max) = 0.8 Å−1, e ‖ a, D = 60, and ω = 2.5.

Next, we investigate the ω and A(max) dependences of the
dynamics when numerically simulated using the TDSE given
in (6). In Fig. 8(a), the ω dependence of Ws(t ) for A(max) =
1 Å−1 is shown. When ω = 1, Ws(t ) decreases gradually
over time, and Ws(t ) is much smaller than the initial value
W (M)

s after the pulse is turned off. In contrast, when ω � 2,
Ws(t ) shows the characteristic time variation of the transient
photoinduced phase transition to the CO state. Furthermore,
the temporal profile for Ws(t ) is almost independent of ω

when ω � 2.5. This is a characteristic feature of the pho-
toinduced phase transition caused by dynamical localization
because the effective transfer integrals β̄X (t ) are independent
of ω in the higher-frequency off-resonant case, as shown by
Eq. (5). In Fig. 8(b), the A(max) dependence of Ws(t ) for
ω = 2.5 is shown. The transition to the CO state occurs
for only the intense excitation case where A(max) � 0.6 Å−1.
These characteristic ω and A(max) dependences show that the
photoinduced phase transition occurs in the higher-frequency
off-resonant and intense excitation case, which is consistent

FIG. 8. (a) Temporal profiles of Ws(t ) for A(max) = 1 Å−1 and
ω = 1, 1.5, 2, 2.5, and 3. (b) Corresponding profiles for ω = 2.5 and
A(max) = 0.2, 0.4, 0.6, and 1 Å−1. For the other parameters, e ‖ a and
D = 60 are used.

with the conclusion that the transition is caused by dynamical
localization.

In the virtual photoexcitation case, the photoexcited state
exists only when the light pulse is on. As shown in Fig. 3(c),
S(t ) does not return to 1 after photoexcitation, and this shows
that the real photoexcitation cannot be ignored. After the light
pulse has disappeared, only the effect of the real excitation
remains in |ψ (t )〉. As seen from Fig. 6(a), the charge order is
not increased in |ψ (t )〉 when compared with the ground state
in the time region. The charge order is not enhanced by real
excitation, and the CO phase is photogenerated in a transient
manner.

In real photoexcitation cases, the photoinduced dynamics
are caused by relaxation of the resonantly photoexcited initial
states. Because these initial states differ, depending on the
photon energy ω, the photoinduced dynamics are strongly
dependent on ω. The time variance of Ws(t ) is strongly depen-
dent on ω for values of ω < 2, illustrating that the contribution
of the real excitation is significant within this region. This
is consistent with the fact that the light absorption spectrum
extends to approximately 2. When ω < 2, no increase is ob-
served in Ws(t ), showing that the transition to the CO phase is
prevented by the real excitation. The time variance of Ws(t )
is almost independent of ω when ω > 2.5, i.e., where the
transition to the CO phase occurs, as mentioned previously.
This characteristic ω dependence of Ws(t ) confirms that the
virtual excitation is dominant in inducing the phase transition.

There are two degenerate CO states that differ from A
phase and B phase states, where one site forming a dimer
becomes charge rich and the other site becomes charge poor,
and the intradimer electric dipole moments are aligned along
the c axis. We call these two degenerate states the C phase and
D phase CO states. In the A phase and B phase (C phase and
D phase) CO states, the charge-rich sites are connected via the
q (p) bonds. Because Vp is greater than Vq, which is justified
by the fact that the q bond is significantly longer than the p
bond, the A phase and B phase CO states are more stable than
the C phase and D phase states. This is the reason why the A
phase and B phase CO states have the dominant weights in the
photogenerated unpolarized CO state. With the exception of
this point, which has a sensitive dependence on Vp and Vq, the
conclusions presented in this paper remain unchanged if the
electronic parameters are varied within a realistic range. The
transition to the unpolarized CO state is also induced by c-axis
polarized light pulse excitation. The photoinduced reduction
in β̄X (t ) is dependent on the light polarization direction e,
but the values of |β̄X (t )| are also reduced significantly for all
bonds in the intense excitation case for the c-axis polarized
light pulse.

C. Polarization generation

To generate persistent and large polarization via light ex-
citation, we need to generate either of the A phase or B
phase CO states selectively. For this purpose, we consider the
dynamics that occur when the irradiation includes a half-cycle
THz pulse in addition to the higher-frequency off-resonant
and intense light pulse. Ultrashort THz pulses can be ap-
proximated by the half-cycle pulse because the wave forms
are strongly asymmetric, with one dominant half cycle. The
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FIG. 9. Temporal profiles of electric fields of single light and
THz pulses for A(max)

0 = 0.8 Å−1, e0 ‖ a, D0 = 60, ω = 2.5, A(max)
1 =

1.0 Å−1, e1 ‖ a, and D1 = 60.

vector potential A(t ) of these light and THz pulses is given by
the following equation:

A(t ) = A0(t ) + A1(t ), (19)

A0(t ) = A(max)
0 e0 exp

[
−

(
t

D0

)2]
cos(ωt ), (20)

A1(t ) = A(max)
1

1

2
e1

[
1 + tanh

(
t

D1

)]
, (21)

where A0(t ) [A1(t )] is the vector potential, A(max)
0 (A(max)

1 ) is
the maximum amplitude, e0 (e1) is the unit polarization vector,
D0 (D1) is the duration of the light (THz) pulse, and ω is the
optical frequency. The subscript 0 (1) indicates the quantities
for the light (THz) pulse.

We use the following parameters for the light pulse:
A(max)

0 = 0.8 Å−1, e0 ‖ a, D0 = 60, and ω = 2.5. These pa-
rameters are used to calculate the photoinduced dynamics
shown in Figs. 3, 4, 6, and 7. For the THz pulse, we use the
following parameters: A(max)

1 = 1.0 Å−1, e1 ‖ a, D1 = 60, for
which we set the polarization direction of the THz pulse to
match the polarization direction of the A phase and B phase
CO states. The temporal profiles of the applied electric fields
of the light and THz pulses are shown in Fig. 9.

The pulse excited state also has the characteristic charge
correlation ξn,m(t ) from the A phase and B phase CO states
when the pulses are on in this case. The temporal variations
in �ρn(t ) at sites 5 and 6, which form a dimer, are shown
in Fig. 10. In contrast to the light pulse excited case, a per-
sistent and large electric dipole moment is generated in the
dimer when the pulses are on. Note that all red (gray) sites
shown in Fig. 5 are equivalent to site 5 (6) in the present
case, where both the light and THz pulses are polarized along
the a direction. Therefore, the A phase CO state |φ(CO)

A 〉 has
the dominant weight in |ψ (t )〉, and |ψ (t )〉 has polarization
pointing along the negative a-axis direction. If the electric
field is oriented in the opposite direction, the B phase CO state
|φ(CO)

B 〉 then has the dominant weight, and the polarization
of |ψ (t )〉 is in the opposite direction. We thus succeeded in
selective polarization generation on a timescale of several tens
of femtoseconds.

We have calculated the dynamic characteristics when the
duration of the THz pulse is much shorter than that of the light
pulse. For D1 � 10, the THz pulse irradiation occurs after the
transition to the CO state that effectively has zero polarization
has been completed. The transition from the photogenerated

FIG. 10. Temporal variations in �ρn(t ) for n = 5 and 6 induced
by single light and THz pulses when A(max)

0 = 0.8 Å−1, e0 ‖ a, D0 =
60, ω = 2.5, A(max)

1 = 1.0 Å−1, e1 ‖ a, and D1 = 60.

unpolarized CO state to the polarized CO state is not induced
by the THz pulse within the realizable magnitude range con-
sidered in this paper. We have also calculated the dynamics
induced by the light pulse and the THz double pulses with
opposite electric field directions, the vector potential of which
is given by

A(t ) = A(max)
0 e0 exp

[
−

(
t

D0

)2]
cos(ω0t )

+ A(max)
1

2
e1 tanh

(
(t + d/2)

D1

)

− A(max)
1

2
e1 tanh

(
(t − d/2)

D1

)
, (22)

where d is the delay time between the first and second THz
pulses. We use the smaller THz pulse duration D1 = 30 and
the delay time d = 30 to ensure that the two THz pulses
are well separated and that they are radiated when the light
pulse is on. Other than these parameters, we use the same
parameters that were used to calculate the results shown in
Fig. 10: A(max)

0 = 0.8 Å−1, e0 ‖ a, D0 = 60, ω = 2.5, A(max)
1 =

1.0 Å−1, and e1 ‖ a. The CO state with the large polarization
is generated via excitation by the light pulse and the first
THz pulse. However, the polarization is not reversed by the
excitation by the second THz pulse, the electric field of which
is oriented in the direction opposite to the polarization of the
generated CO state. These results show that there is a high
potential barrier between the A phase and B phase CO states,
as shown schematically in Fig. 11. When the polarized CO
state is generated, the polarization then cannot be reversed
using a THz pulse with a realistic magnitude.

We have calculated the dynamics when the THz pulse is
polarized along the c axis, and the temporal variations of
�ρn(t ) are shown in Fig. 12. The following parameters for
the light and THz pulses are used: A(max)

0 = 0.8 Å−1, e0 ‖ a,
D0 = 60, ω = 2.5, A(max)

1 = 1.0 Å−1, e1 ‖ c, and D1 = 60.
They are the same as those used to calculate the results shown
in Fig. 10 except that e1 ‖ c holds. The CO state that has the
characteristic charge correlations of the A phase and B phase
CO states is generated. Because e1 is oriented perpendicular
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FIG. 11. Schematic diagram of the transition dynamics.

to the polarization direction of these two CO states, the two
states have nearly the same weights, and the values of |�ρn(t )|
when the THz pulse is polarized along the c axis are much
smaller than the corresponding values when the THz pulse
is polarized along the a axis. The polarization can thus be
induced efficiently using the a-axis polarized THz pulse. We
have calculated the dynamics when the dimer Mott insulator
ground state is excited by the THz pulse (the light and THz
pulses), and the temporal variations of �ρn(t ) are shown in
Fig. 13(a) [Fig. 13(b)]. The electronic parameters that give
the dimer Mott insulator ground state are as follows: β

(0)
b1 =

0.275, β (0)
b2 = 0.070, β (0)

p = 0.109, β (0)
q = −0.038, U = 0.70,

Vb1 = 0.45, Vb2 = Vp = 0.25, and Vq = 0.25 [30]. We use the
parameters for the light and THz pulses that are used to cal-
culate the results shown in Fig. 10: A(max)

0 = 0.8 Å−1, e0 ‖ a,
D0 = 60, ω = 2.5, A(max)

1 = 1.0 Å−1, e1 ‖ a, and D1 = 60.
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FIG. 12. Temporal variations in �ρn(t ) for n = 5 and 6 induced
by single light and THz pulses when A(max)

0 = 0.8 Å−1, e0 ‖ a, D0 =
60, ω = 2.5, A(max)

1 = 1.0 Å−1, e1 ‖ c, and D1 = 60.
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FIG. 13. (a) Temporal variations in �ρn(t ) for n = 5 and 6 when
the dimer Mott insulator ground state is excited by the THz pulse
with A(max)

1 = 0 Å−1, A(max)
1 = 1.0 Å−1, e1 ‖ a, and D1 = 60. (b) Cor-

responding variations when the dimer Mott insulator ground state is
excited by the light and THz pulses with A(max)

0 = 0.8 Å−1, e0 ‖ a,
D0 = 60, ω = 2.5, A(max)

1 = 1.0 Å−1, e1 ‖ a, and D1 = 60.
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When excited by the THz pulse, the charge correlations
are nearly unaffected by the excitation process, and the pho-
toinduced phase transition from the dimer Mott insulator to
the CO state does not occur. As a result, �ρn(t ) exhibits a
complex oscillation, and the persistent and large polarization
is not generated. This shows that the potential barrier between
the dimer Mott insulator and the CO phases is so high that
the transition cannot be induced by a THz pulse of feasible
intensity.

When excited by the light and THz pulses, charge corre-
lations characteristic of the CO phase are generated, and the
photoinduced phase transition from the dimer Mott insulator
to the CO state occurs. As a result, the persistent and large
polarization is generated when the pulses are on, as seen
in Fig. 13(b). Both the CO and dimer Mott insulator states
are stabilized by the photoinduced reduction in the effective
transfer integrals of the interdimer bonds (b2, p, and q bonds).
However, that of the b1 bond stabilizes the CO state relative
to the dimer Mott insulator state because only the dimer Mott
insulator state is stabilized by the formation of the dimer (b1)
bonds. As a result of the photoinduced reduction in β̄b1(t ), the
photoinduced phase transition from the dimer Mott insulator
state to the CO state occurs. Similarly, the CO state is gen-
erated, but not the dimer Mott insulator state, in the metallic
ground state case as a result of the pthoinduced reduction in
β̄b1(t ).

D. Ultrafast polarization reversal

Taking the high potential barrier between the A phase and
B phase CO states into consideration, we propose a scheme
for ultrafast polarization reversal. Using double light and THz
pulses, the phase transitions can be induced twice, and the
pulse excited state can be changed in the sequence of metal
→ A (B) phase CO state → metal → B (A) phase CO state.
We then use the following double pulses:

A(t ) = A(max)
0 e0 exp

[
−

(
t + d/2

D0

)2]
cos(ωt )

+ A(max)
0 e0 exp

[
−

(
t − d/2

D0

)2]
cos(ωt )

+ A(max)
1

2
e1 tanh

[(
t + d/2

D1

)]

− A(max)
1

2
e1 tanh

[(
t − d/2

D1

)]
, (23)

where d is the delay time between the first pair of pulses and
the second pair of pulses. The first and second terms represent
the first and second light pulses, respectively, and the third
and fourth terms represent the first and second half-cycle THz
pulses with opposite electric field directions, respectively. We
use the following parameters for the double pulses: A(max)

0 =
0.8 Å−1, A(max)

1 = 0.5 Å−1, D0 = D1 = 60, and d = 140, and
the temporal profiles of the electric fields of the light and THz
pulses are shown in Fig. 14.

In Fig. 15, �ρn(t ) is plotted for sites 5 and 6. Note that
all the red (gray) sites shown in Fig. 5 are equivalent to site
5 (6) in the double pulse case. The polarized A phase CO

FIG. 14. Temporal profiles of the electric fields of the double
light and THz pulses when A(max)

0 = 0.8 Å−1, A(max)
1 = 0.5 Å−1, ω =

2.5, D0 = D1 = 60, and d = 140.

state is generated by the first pair of light and THz pulses.
In the interval time region, the probability that a dimer is
singly occupied Ws(t ) decreases almost to the probability for
the metallic ground state, thus showing that the pulse-excited
state changes into the metallic state. The signs of �ρn(t ) are
reversed, and the polarized B phase CO state is generated by
the second pair of pulses, demonstrating that the polarization
is reversed.

The magnitude of the charge order, which is given by
|�ρn(t )|, induced by the second pair of pulses is slightly
smaller than that induced by the first pair of pulses. The
reduction of the CO is attributed to the nonadiabatic nature
of the transition, and this can be seen by referring to Fig. 8(b).
In the case where A(max) � 0.4 Å−1, where the phase transi-
tion does not occur, Ws(t ) returns almost to the value of the
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FIG. 15. Temporal variations in (a) �ρn(t ) for n = 5 and 6 and
(b) Ws(t ) induced by the double light and THz pulses when A(max)

0 =
0.8 Å−1, A(max)

1 = 0.5 Å−1, ω = 2.5, D0 = D1 = 60, and d = 140.
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FIG. 16. Temporal variations in �ρn(t ) for n = 5 and 6 induced
by the double light and THz pulses when A(max)

0 = 0.6 Å−1, A(max)
1 =

1.0 Å−1, D0 = D1 = 30, and d = 70.

metallic ground state W (M)
s after the pulse is turned off. In

the case where A(max) � 0.6 Å−1, where the phase transition
does occur, Ws(t ) deviates significantly from W (M)

s after the
pulse is turned off. Because the transition is nonadiabatic,
the electronic system absorbs energy during every transition
process. Since we do not consider a heat bath in this case,
the energy accumulates, and the deviation of |ψ (t )〉 from the
ground state |φ0(t )〉 of the effective Hamiltonian increases
over time. In a real system, the reduction of the charge order
could be avoided if the energy transfer to the heat bath were
made rapidly enough.

We have calculated the dynamics using various pulse
parameters and have investigated how rapidly the polar-
ization can be reversed. Figure 16 shows the results for
the shorter time interval, with A(max)

0 = 0.6 Å−1, A(max)
1 =

1.0 Å−1, D0 = D1 = 30, and d = 70. The values of the pulse-
induced charges �ρn(t ) do not remain nearly constant, but the
peaks of |�ρn(t )| occur at the peak times ±d/2 for the dou-
ble pulses. Therefore, the polarization can be controlled and
reversed using the double pulses. This shows that polarization
can be reversed on a timescale of several tens of femtoseconds
by manipulating the optimal pulses.

IV. DISCUSSION

It is difficult to investigate the system size dependence
of the photoinduced dynamics because of the difficulty of
performing numerical calculations on large systems. In the
numerical calculations presented here, which are based on a
small cluster, it is shown that the homogeneous CO phase is
generated by photoexcitation. However, CO phase domains
are believed to form, rather than homogeneous phase for-
mation occurring in the thermodynamic limit. The domain
formation is an important problem, but it lies beyond the scope
of this study.

It was reported previously that an intensity of 2.2 ×
1012 V/cm was achieved with a laser with a photon energy of
approximately 3 eV [89], and the intensity of the THz pulse
can reach 1 MV/cm [90,91]. In the numerical calculations
here, photoinduced phase transitions to the CO phase and
ultrafast polarization reversal occur even at intensities that are
much smaller than these realizable intensities. We consider the

most serious problem with regard to experimental feasibility
to be finding the photon energy range window. The photon
energy of 3 eV is off resonant in the present model, but in real
materials, there may be excited states with energies of around
3 eV that arise from degrees of freedom that have not been
considered in the model. Excitation of these irrelevant modes
generates heat, and the resulting increase in temperature may
destroy the charge order.

The SHG process becomes active when the polarization
is formed and the inversion symmetry is broken. There-
fore, terahertz-pump SHG-probe measurements have been
demonstrated to be a powerful tool for investigation of ultra-
fast dielectric responses [38,39]. The second-harmonic (SH)
waves from the polarized phases with antiparallel polariza-
tions are out of phase. Therefore, the polarization direction of
a sample can be determined from the phase of the SH wave,
and the phase can be obtained by making the SH wave from
the sample interfere with that from a reference material with
a known polarization direction. The polarization reversal can
be detected from the interference of the SH waves.

V. CONCLUSION

We have theoretically investigated the dynamics induced
by higher-frequency off-resonant light pulse excitation in the
metallic phase of κ-(BEDT-TTF)2X by numerically solving
the TDSE in the quarter-filled extended Hubbard model for
the material. For A(max) � 0.6 Å−1 and ω � 2.0, the transition
to the CO state, in which one site forming a dimer becomes
charge rich, the other site becomes charge poor, and the in-
tradimer electric dipole moments are aligned along the a axis,
is induced by light pulse excitation. The transition is transient,
and the pulse excited state gets close to the metallic ground
state after the pulse is turned off. The transition is driven by
photoinduced reduction of the effective transfer integrals, and
the transition is therefore the result of dynamical localization.
The photogenerated CO state is given by the superposition of
two degenerate A phase and B phase CO states with opposite
polarization directions and equal weights, and the polarization
of the CO state is effectively zero. The transitions to either
of the two polarized CO states can be induced selectively,
and the polarization can be generated by excitation using
light and the a-axis polarized THz pulses. Furthermore, the
polarization can be reversed on a timescale of several tens
of femtoseconds via excitation using double light and THz
pulses, where the electric fields of the two THz pulses are
oriented in opposite directions. The first pair of pulses induces
the transition from the metallic ground state to the polarized
CO state of the A (B) phase. After the first pulse is turned
off and the pulse excited states return to the metallic state,
the material is irradiated by the second pair of pulses, and the
transition from the metallic state to the polarized CO state of
the B (A) phase is induced.
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