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Strong coupling between excitons in a two-dimensional atomic crystal and quasibound states
in the continuum in a two-dimensional all-dielectric asymmetric metasurface
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We investigate the interaction between excitons in a two-dimensional atomic crystal and quasibound states
in the continuum (q-BIC) in a two-dimensional all-dielectric asymmetric metasurface. By introducing coherent
and incoherent coupling terms in a coupled oscillator model, we demonstrate the coexistence of coherent and
incoherent coupling processes in the strongly coupled system and the resultant sub/superradiant polariton states.
Based on the multipole decomposition method and near-field analysis of full wave simulations, we study the
microscopic excitation of multipole components in q-BIC and their coupling to excitons. We reveal that not only
the magnetic dipole but also the interference between electric dipole and its toroidal counterpart dominate in the
exciton-BIC strong coupling regime. The fractions of the magnetic and electric dipole ingredients are modulated
by the topology of the two-dimensional all-dielectric metasurface, exhibiting distinctly different features in the
high- and low-energy hybrid modes in the strong coupling system. Our findings are expected to be of importance
for both fundamental research in TMD-based light-matter interactions and practical applications in the design of
novel, tunable exciton-polariton devices with high compactibility.
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I. INTRODUCTION

Monolayers of transition-metal dichalcogenides (TMDs),
as typical atomically thin two-dimensional (2D) direct-gap
semiconductors, have attracted tremendous research interest
in recent years due to their unique optical and electronic
properties [1–3]. Excitons in monolayers of TMDs possess
large oscillator strength, which is greatly favorable for study-
ing strong light-matter interactions. In the strong coupling
regime, the coupling strength between excitons and photons
exceeds their individual dissipation rates and periodic co-
herent energy exchange occurs with the formation of new
hybrid eigenstates that inherit both light (photonic) and matter
(excitonic) characteristics. Such hybrid quasiparticles, known
as exciton polaritons, possess many fascinating fundamental
properties such as Bose condensation and superfluidity and
[4,5] are finding use in a growing range of applications such
as single photon transistors [6,7], all-optical switches [8,9],
and polariton nanolasers [10].

Extensive studies have demonstrated strong coupling
between monolayers of TMDs and various nanostructures, in-
cluding photonic microcavities [11–13] and plasmonic nano-
resonators such as periodic metallic nanocrystals [14,15]
and nanocavities formed by single nanoparticles [16–19].
With their ability to confine light at the nanoscale with
subwavelength-mode volume, strong coupling between ex-
citons and photonic/plasmonic excitations can be easily
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realized in these hybrid systems. However, high-quality
photonic resonators and efficient TMD-based light-matter
coupling generally require both sophisticated fabrication tech-
niques and appropriately locating the monolayer to overlap the
strong field position inside the resonators, while the plasmonic
nanostructures suffer from strong intrinsic dissipation due to
Ohmic loss. Moreover, strong coherent coupling strength also
requires complicated structure design to generate ultrasmall
mode volumes, which brings inevitable challenges to both
practical fabrication and compatibility.

Recently, all-dielectric photonic crystals or metasurfaces
supporting optical bound states in the continuum (BICs) are
emerging as a promising platform for the study of TMD-based
exciton-photon interactions [20,21]. BICs, first introduced in
quantum mechanics almost a century ago, are unusual local-
ized dark states with energies embedded in the continuous
spectrum of radiating waves, thus exhibiting infinitely small
spectral width [22]. Only in the past decade has their rich
physics been employed to engineer sharp resonances (high
Q factors) in the form of quasi-BICs (q-BIC) in a variety
of dielectric photonic systems [23–25]. Currently, q-BICs
in all-dielectric photonic crystals or metasurfaces have been
shown to be advantageous for enhanced light-matter cou-
pling in the following aspects: (i) q-BICs provide an efficient
light-trapping mechanism at resonances with very low op-
tical losses determined only by radiation leakage [26–28],
(ii) the radiative losses, or the Q factor of q-BICs can be
readily engineered by controlling the configuration (shape,
size, asymmetry, etc.) of the unit cell of the dielectric meta-
atoms, and, importantly, (iii) the occurrence of q-BICs in

2469-9950/2021/104(12)/125446(9) 125446-1 ©2021 American Physical Society

https://orcid.org/0000-0002-6418-9629
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.104.125446&domain=pdf&date_stamp=2021-09-30
https://doi.org/10.1103/PhysRevB.104.125446


PENG XIE et al. PHYSICAL REVIEW B 104, 125446 (2021)

all-dielectric systems generally associates with the simulta-
neous excitations of different optical resonances including
electric, magnetic, and even the unusual toroidal modes [29].
Both the far-field radiation and the local field confinement at
BIC resonances are governed by the mode constituents and
the interplay between them, which can be readily controlled
by engineering the configuration of dielectric meta-atoms to
realize enhanced light-matter interactions and tailor the prop-
erties of matter [30].

Very recently, enhanced interaction of TMD monolayers
with q-BICs has been observed in a 2D silicon metasurface
with a greatly boosted second-harmonic generation of WS2

excitons [21]. Strong coupling between TMD excitons and
optical q-BICs in one-dimensional (1D) photonic crystal slabs
(PCSs) has been theoretically reported to demonstrate an
effective approach to engineering the exciton-polariton prop-
erty by controlling the excitonic fraction in the polaritons
[31]. Pronounced nonlinear polariton effects have also been
experimentally demonstrated by strongly coupling a TMD
monolayer to optical q-BICs in a 1D PCS [20]. However,
extending strong TMD-BIC coupling to 2D dielectric meta-
surfaces is highly desired. The extra degrees of freedom in 2D
metasurfaces would allow advanced dispersion engineering,
providing a new opportunity to merge the BIC-inspired ex-
citon polaritons with novel photonic designs. Moreover, 2D
metasurfaces tend to support different types of modes that
may contribute to q-BIC resonances, which would allow more
convenient engineering of the mode constituents in q-BICs by
tuning the 2D meta-atoms. This would provide rich physics
for the hybrid polaritons in strong coupling regime. So far,
strong coupling between TMD excitons and optical q-BICs
in 2D metasurfaces, to the best of our knowledge, has not
been reported. Particularly, the coupling mechanism between
TMD excitons and different components in q-BICs and the
resultant influence on the hybrid polariton property remains
unexplored.

In this paper, we propose a hybrid system containing a
2D all-dielectric metasurface supporting q-BIC and a TMD
monolayer. Coherent and incoherent interactions between
TMD excitons and the q-BIC mode are studied in detail.
Importantly, we also study the microscopic excitation of mul-
tipole components in q-BIC and their coupling to excitons
using multipole decompositions combined with near-field
analysis based on full wave simulations. We demonstrate
that the fraction distributions of different multipole compo-
nents exhibit distinctly different features in lower-energy and
higher-energy polariton states, which can be readily tailored
by subwavelength-scale engineering of the 2D meta-atoms.
The proposed BIC-based all-dielectric platform combined
with a TMD monolayer shows flexible tunability in hybrid
polariton components and far-field emission characteristics,
thus paving the way toward exciton-polariton devices with
high compactibility.

II. RESULTS AND DISCUSSION

A. The strong coupling system

The proposed strongly coupled system, as depicted in
Fig. 1(a), consists of a monolayer of tungsten disulfide (WS2)

FIG. 1. (a) Three-dimensional schematic of the coupled system
with a WS2 monolayer on top of a square array of tilted silicon-bar
pairs. (b) x-y plane view of the unit cell with array period p =
400 nm, ellipse semimajor axis a = 100 nm, and semiminor axis
b = 50 nm. The height of the tilted silicon-bar pairs is 100 nm and
the center-to-center distance between the bars is 200 nm. (c) Sim-
ulated reflectivity spectra as a function of θ (in color scale). The
dashed red line and the solid red circle illustrate q-BIC dispersion
and BIC, respectively. (d) The calculated (blue star points) and fitted
(dashed red line) Q factors as a function of θ .

covering a 2D all-dielectric metasurface comprising an array
of tilted silicon-bar pairs on top of a 140-nm-thick TiO2

film, which is supported by a SiO2 substrate. Under nor-
mal illumination, the bare 2D metasurface (in absence of
the atop WS2) with asymmetric pairs of tilted nanoparticles
[32–35] can excite symmetry-protected BICs, a typical class
of BICs originating from the spatial symmetry incompatibility
between the bound state and the continuum [36]. Such all-
dielectric metasurfaces can be fabricated using electron-beam
lithography combined with reactive ion beam etching with
high-precision control of the structural parameters [33,35]. A
unique feature of symmetry-protected BICs is the occurrence
of exceptionally ultrahigh-Q resonances. Importantly, slightly
breaking in-plane symmetry of the 2D metasurface by engi-
neering the asymmetric structural elements can obtain a direct
transition from BICs to q-BICs with finite spectral width,
thus offering an efficient approach to the control of Q factors
and the resonance frequencies. In the present case, we define
α = sin θ as the asymmetric parameter with θ representing
the orientation of the long axis of the bar with respect to the y
axis, as demonstrated in Fig. 1(b).

The BIC excitation and its change as a function of the
asymmetry parameter can be readily simulated using the finite
difference time domain (FDTD) method. In our simulation, a
plane wave polarized in the x axis was employed to illuminate
the square array of tilted silicon-bar pairs. Figure 1(c) gives
the simulated reflectivity spectra of the bare metasurface as a
function of tilted angle θ ranging from 0◦ to 28◦. Two aspects
can be clearly seen: (i) a symmetry-protected BIC (red circle)
around 1.98 eV is excited with the characteristic of infinite
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Q factor(i.e., no line width) for θ = 0◦ and (ii) the resonance
is blueshifted (red dashed line) and gradually broadened with
finite Q factor as the tilted angle increases, corresponding to
a clear transition from symmetry-protected BIC to q-BIC due
to the break of the in-plane symmetry. Figure 1(d) gives the
corresponding Q factors (blue stars) of the q-BIC modes as
a function of θ by fitting the reflectivity spectra [Fig. 1(c)]
to a Fano line shape. We find that the dependence of the Q
factor on the asymmetry parameter follows Q ∝ 1/α2, which
is consistent with the typical inverse quadratic law for all
designs of symmetry-broken meta-atoms [32].

B. Coherent and incoherent between excitons
and q-BIC interactions

We now discuss the strong exciton-BIC coupling in the
hybrid system. By tuning the asymmetry parameter α, we suc-
cessfully brought q-BIC into resonance with the A excitons in
the monolayer WS2, which possess excitonic transition energy
at (∼2.02 eV) at room temperature. To simulate the strongly
coupled system, the dielectric function of the monolayer WS2,
for its optical response, was employed as a complex function
of photon energy E with a sum of Lorentzian oscillators
[37,38]:

ε(E ) = εB +
N∑

j=1

f j

E2
0 j − iEγ j − E2

. (1)

Here, εB, f j , E0 j , and γ j are, respectively, the dielectric per-
mittivity of the background, oscillator strengths, the resonance
energies, and the damping rate of the jth order oscillator.
Here, we applied the parameters reported in Refs. [14,37],
in which five oscillators, i.e., j = 5, were used to present the
optical response of the WS2 monolayer with a careful fitting
to the spectra measured on the WS2 monolayer deposited on
quartz. Of particular importance are the damping rates (γ j)
of excitons in single-layer WS2, which play an important role
in determining the coupling property in the hybrid system. A
detailed discussion will be presented in later sections.

It is noted that the dielectric function of the WS2 mono-
layer contains in-plane and out-of-plane components, which
give slightly different in-plane and out-of-plane dielectric re-
sponses for different polarizations. In fact, we consider WS2

monolayer as a 1-nm-thick isotropic dielectric film in our sim-
ulations. This is because an in-plane linearly polarized light
was used to illuminate the whole structure at normal incidence
with the electric field oscillating along the x direction, as
shown in Fig 1(b). Therefore, the out-of-plane component of
the dielectric material does not respond to the external excita-
tion. If the sample is illuminated by a weak p-polarized light
at oblique incidence, the electric field will have components in
both x (in-plane) and z directions (out-of-plane); in this case,
the effect of electric field on the material can also be generally
neglected due to the fact that the out-of-plane response is
expected to be rather weak due to the atomic thickness of
WS2 monolayer and low power excitations. The polarization
dependency and the anisotropy of WS2 monolayer could mat-
ter in the case of strong excitation under the illumination of
intense light field, for example, ultrashort laser pulses.

FIG. 2. (a) Reflectance spectra (in color scale) of the hybrid sys-
tem as a function of θ overlapped with the uncoupled (dashed white
lines) and coupled (dashed red lines) mode dispersions. (b) Fitted
(dashed red) and simulated (solid black) reflectance spectrum of the
hybrid system at zero detuning (θ = 23◦). The dispersion relation
(c) and spectral width (d) of the hybrid system obtained by a fitting
(blue star points) and coupled oscillator model (solid line).

Figure 2(a) gives the 2D color map of the simulated re-
flectivity spectra as a function of the tilted angle θ ranging
from 16◦ to 28◦. A typical anticrossing behavior (dashed
black lines) indicates the strong BIC-exciton coupling and the
formation of hybrid (energetically) upper polariton (UP) and
lower polariton (LP) modes.

To further explore the coupling property, we extracted the
characteristics of the dispersions and spectral widths of the
newly formed polariton modes by fitting the simulated re-
flectivity spectra to a Fano-shaped line shape, which results
from the interference between nonresonant direct reflected
light and the re-emitted resonant polariton modes, leading
to an asymmetric Fano-shaped reflectivity spectrum R(ω) =
|r(ω)|2, with the reflectivity coefficient r(ω) given as [37]

r(ω) = ab +
∑

j=UP,LP

b jγkeiφ j

ω − ω j + iγ j
. (2)

Here, ab, bk , and φk are the background amplitude, ampli-
tude, and spectral phase of the hybrid states, respectively.
The dispersion and the reflectivity spectrum full width at
half maximum (FWHM) of the hybrid UP and LP modes
can be, respectively, characterized by ω j and 2γ j . The fitted
reflectivity spectra can very nicely reproduce the simulated
results for all varying tilted angles (data are not shown here).
Figure 2(b) plots the fitted spectrum at zero detuning, i.e.,
� = |ωq−BIC − ωX| = 0 (θ = 23◦), which gives an excellent
match to the simulated results. A prominent normal mode
splitting h̄	NMS can therefore be estimated by roughly check-
ing the peak-to-peak distance between the UP and LP resonant
frequencies, which gives h̄	NMS = 2h̄|	R| ≈ 34 meV, with
h̄	R defining the coherent coupling energy (or Rabi energy)
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between the two subsystems. The extracted dispersion and
FWHM of the hybrid states are given in Figs. 2(c) and 2(d)
by blue and red star points, respectively. Clear anticrossing
behavior in the dispersion lines indicates the occurrence of
strong BIC-exciton coupling, where the normal mode splitting
can be readily identified at zero detuning (green arrows). In-
terestingly, the polariton widths are strongly dependent on the
asymmetry parameter and show a pronounced anticrossing be-
havior, leading to the UP/LP modes that are broader/narrower
than the average width of the individual BIC and exciton
modes. At zero detuning, The UP width exceeds that of the
LP branch by over 10 meV.

The difference in polariton widths has been observed
in many strongly coupled systems, including plasmonic
nanocrystals coupled to organic semiconductors and sin-
gle metallic nanoparticles coupled to a TMD monolayer
[37,39,40]. The underlying mechanism has been extensively
studied and explained as the coupling-induced sub- and su-
perradiance originating from the incoherent damping process
occurring via the continuum reservoir. We report here that
sub- and superradiance also exist in the system of a BIC-based
metasurface coupled to a TMD monolayer. To quantitatively
evaluate the coherent and incoherent coupling properties,
we employed the well-established coupled oscillator model
(COM) and include both the coherent and incoherent cou-
pling terms in a non-Hermitian Hamiltonian, which can be
expressed as [41,42]

h̄

([
ω̃X 	R

	∗
R ω̃B

]
− i

[
0 γc

γc 0

])(
α

β

)
= E

(
α

β

)
. (3)

Here, ω̃B = ωB − iγB and ω̃X = ωX − iγX are, respec-
tively, the q-BIC mode and the complex resonance frequencies
of the uncoupled WS2 excitonic mode. α and β are the Hop-
field coefficients, which satisfy a relationship |α|2+|β|2=1.

In this model, the excitonic transition energy of WS2 is
taken as h̄ωX = 2.02 eV, while the corresponding population
damping �X is related to both radiative (�X,rad) and non-
radiative (�X,non−rad) processes, leading to a total spectral
width h̄�X,tot = h̄�X = 2h̄γX = h̄�X,rad + h̄�X,non−rad. For
high-quality WS2 monolayers, spectroscopic measurements
(reflectance, transmittance, absorptance, or photolumines-
cence) have revealed that the spectral linewidth A-exciton
resonance is homogeneously broadened and dominated by the
nonradiative damping with negligible inhomogeneous broad-
ening and a pure dephasing process at room temperature [14].
Different values of spectral width h̄�X can be obtained, de-
pending on several factors such as the quality of the flake,
the influence of the underlying substrates, and the experiment
configuration of the static spectra acquisition [43–45]. In our
simulation, we select a typical value of h̄�X ≈ 36 meV with
the contribution from the nonradiative process h̄�X,non−rad ≈
29 meV and the radiative counterpart h̄�X,rad ≈ 7 meV, re-
spectively.

For the q-BIC system, the angle-dependent dispersion
h̄ωB(θ ) [dashed line in Fig. 2(c)] and width h̄�B(θ ) =
2h̄γB(θ ) [dashed black line in Fig. 2(d)] are extracted from
the simulated reflectivity spectra for bare 2D metasurface
in the absence of a WS2 overlayer. In contrast to the WS2

excitons, the spectral width of q-BIC is mainly governed by

the radiative damping with negligible nonradiative damping
due to the weak Ohmic loss in the all-dielectric medium.

With the above parameters, both the dispersion and the
spectral width of the polariton states can be obtained by diag-
onalizing Eq. (3) with the optimal coherent coupling energy
h̄|	R| = 17 meV and the cross damping term h̄γc = 4 meV,
as shown by the solid red and blue curves in Figs. 2(c) and
2(d). Apparently, the system is in the strong coupling regime
since the coupling strength is large enough such that the
criteria 	R > (γX + γB)/2 is fulfilled. It is important to note
that the simulated spectral widths can only be reproduced
as long as a nonzero cross damping term is considered. We
also plotted the calculated spectral widths for the case of
h̄γc = 0 meV. As shown in Fig. 2(d), the UP and LP widths as
a function of tilted angle (dashed red and blue curves) exhibit
a clear crossed profile, which is distinctly different from those
for the case of h̄γc = 4 meV (solid red and blue curves). This
strongly indicates that two types of coupling processes coexist
in the interaction between excitons in a WS2 monolayer and
q-BIC mode: (i) coherent coupling between two subsystems
with the characteristics of coupling strength 	R and (ii) the
incoherent damping pathway occurs as spontaneous photons
from one subsystem to the vacuum continuum reservoir and
then absorbed by another without any phase conservation,
which eventually lead to the formation of sub/superradiant
polariton states.

III. THE MULTIPOLAR EXPANSION OF Q-BIC STATE

In the above analysis, the TMD excitons and q-BIC exci-
tation are considered as simple optical oscillators. Both the
coherent and incoherent coupling process are included phe-
nomenologically in COM, from which the dispersion and the
spectral width of the hybrid states are evaluated. Essentially,
COM has proven to be a powerful and efficient approach
for evaluating the polariton energetics, the coupling strength,
as well as the radiation characteristics of the hybrid modes.
Successful application of COM has been reported in our pre-
vious work, where the polariton dispersion, as well as the
coherent and incoherent coupling energy have been precisely
obtained by COM in the system of plasmonic nanostructures
coupling to organic semiconductors [39,41] or TMD mono-
layers [37,46]. The sub- and superradiant polariton dynamics
predicted by COM have been confirmed by ultrafast time-
resolved [40] pump-probe measurements [39,41].

However, in the system of 2D dielectric metasurface, the
occurrence of q-BIC is generally accompanied by a simulta-
neous excitation of various electromagnetic modes, including
electric dipole, magnetic dipole, and even their toroidal
counterparts [29,47–49]. The fractions (or contributions) of
different modes in q-BIC are very much dependent on the
topological configuration of the metasurface. The coexistence
of these multipole components and the interplay between
them modulate the near-field response as well as the far-
field radiation property, thus greatly influencing the polariton
characteristics as they couple to TMD excitons in the hybrid
system.

In this section, we aim to study in more detail the cou-
pling of TMD excitons to different multipole components via
a multipole decomposition technique to further explore the
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coupling property and the resultant polariton features, includ-
ing the fractions of individual modes in polariton states and
their dependence on the asymmetry parameters, as well as the
evolution of fractions with varying detuning under the effect
of the interplay between different multipole modes.

A. Numerical calculation

In the present bare 2D metasurface in the absence of
WS2, the multipolar excitation features can be obtained
by following the standard multipolar expansion on periodic
nanostructures [29,48]:

Pα = 1

iω

∫
d3r jα,

Mα = 1

2c

∫
d3r(�r × �j)α,

Tα = 1

10c

∫
d3r[(�r · �j)rα − 2r2 jα],

Q(e)
αβ = 1

2iω

∫
d3r

[
rα jβ + rβ jα − 2

3
δαβ (�r · �j)

]
,

Q(m)
αβ = 1

3c

∫
d3r[(�r × �j)αrβ + (�r × �j)βrα],

(4)

with c being the constant speed of light, ω the driving fre-
quency, n the refractive index, Eα the electric field, and jα =
−iωε0(n2 − 1)Eα the current density under the Cartesian co-
ordinate α, β = x, y, z. The electric dipole Pα , the magnetic
dipole Mα , the toroidal dipole Tα , the electric quadrupole
Q(e)

αβ , and the magnetic quadrupole Q(m)
αβ are referred to as

multipolar modes P, M, T, Qe, and Qm, respectively. Indeed,
there are various calculation methods for the multipolar ex-
pansion algorithm. Detailed discussions on the differences
and connections among these methods have been summarized
in Ref. [50]. In the present case, multipole decompositions
of scattered waves are treated by writing the induced electric
current density j(r′) as �j(�r′) = ∫

Vs
�j(�r)δ(�r′ − �r)dr and then

expending delta function δ(�r′ − �r) in a Taylor series around a
point vector �r0 located in the volume Vs. The main advantage
of this approach is that the induced field can be expressed as
the superposition of the field generated by the corresponding
point multipole set regardless of the complexity of the charge
and current distribution [51]. This method is not only widely
used in periodic array structures [52–54] but also in single-
particle nanostructures [55–57].

In our case, the calculation in Eqs. (4) is carried out by
numerical integration in FDTD simulation. The all-dielectric
nanostructure is modeled with periodic boundary conditions
in the x and y directions, and with perfectly matched layer
boundary conditions in the z direction. The FDTD simula-
tion region, including the air, the silicon bars, and the TiO2

substrate, forms a unit cell of the all-dielectric nanostructure,
which represents the two features of the q-BIC mode: the sym-
metry breaking components (i.e., the silicon bars), and their
spatial boundaries (i.e., the Si-TiO2 interface). The numerical
integrations in Eqs. (4) extend over the entire unit cell. The
coordinate origin of �r is at the origin point of the unit cell.
In Fig. 3(a), we have extracted the current density �j from the
mesh grid. The result shows that the amplitude of �j is mostly

FIG. 3. (a) The displacement vector distribution in the square
array of tilted silicon-bar pairs. (b) Scattering power of different
multipole moments in the unit cell. Electric field (c) and magnetic
field (d) distribution in x-y plane within each unit cell. The arrows
denote the electric field and magnetic field vectors, respectively. All
the above results are obtained at θ = 23◦.

focused on the two silicon bars, but orders of magnitude less in
the substrates [the small blue arrows in Fig. 3(a)]. This is not
beyond expectations, since that the q-BIC mode is originated
from geometric symmetry breaking, which happens in our
configuration, only in the silicon bars. The TiO2 substrate
which preserves the symmetry in the x-y plane but with a
refractive index different from the silicon bars, serves as a spa-
tial boundary for the q-BIC mode concentrating in the silicon
bars. The spatial region of q-BIC near field in our system thus
consists of the silicon bars plus the Si-TiO2 interface.

The multipolar components derived from numer-
ical calculation produce the scattering powers IP =
(2ω4/3c3)|P|2, IM = (2ω4/3c3)|M|2, IT = (2ω6/3c5)|T|2,
IQe = (ω6/5c5)|Q(e)

αβ |2, and IQm = (ω6/40c5)|Q(m)
αβ |2. Note

that the multipolar expansion algorithm Eqs. (4) we applied
here for the periodic nanostructures [48] is an approximated
method of Ref. [58]; the only toroidal component considered
here is T, a counterpart toroidal of P. The only interference
term introduced is therefore between P and T:

IP·T = 4ω5

3c4
(P · T). (5)

B. Near-field characteristics

To give deep insight into the features of multipole com-
ponents in the excitation of q-BIC, we first start with the
near-field response at the q-BIC resonance obtained from
FDTD simulations. Figure 3(a) demonstrates the distribution
of current density �j at the q-BIC resonance around 2.02 eV

125446-5



PENG XIE et al. PHYSICAL REVIEW B 104, 125446 (2021)

for the case of tilted angle θ = 23◦. We can clearly see in-
tense current loops flowing oppositely around the two tilted
silicon-bar pairs, leading to a strong magnetic response with
magnetic dipole pointing normal to the long-axis plane (blue
arrows). This strongly indicates that the contribution in q-BIC
excitation is mainly from the magnetic dipole component,
which can be readily confirmed by our multipole decompo-
sition analysis. In Fig. 3(b), we plot the calculated scattering
power of different multipolar components as a function of
energy for θ = 23◦. Apparently, the M mode exhibits a dis-
tinctly strong scattering peak at the q-BIC resonance ωB with
respect to that of others, which directly accounts for the strong
magnetic response in the bar pairs [Fig. 3(a)]. Such a strong
magnetic response can also be clearly seen in the simulated
near-field distribution of the magnetic field at q-BIC reso-
nance, as shown in Fig. 3(c).

In addition to the strong magnetic response, there also
exists P and T modes offering relatively weak scattering
power spectra with prominent Fano-like line shapes [black
and orange curves in Fig. 3(b)]. This is in contrast to the M
(red), Qe (blue), and Qm (purple) modes which show more
or less Lorentzian line shapes with well-defined single peaks
at the q-BIC resonance (dashed black line). We notice that
the electric dipole mode shows rather weak scattering power
at q-BIC resonance, which can be explained by the near-field
distributions as shown Fig. 3(d). The corresponding electric
field is mainly confined at the bar edges with the vectors (red
arrows) pointing all over around the edges, and the maximum
amplitude of the electric field is only up to 12 V/m. This field
confinement is weaker than that in single-particle plasmonic
nanostructures, in which the electric field is confined within
a much smaller mode volume with maximum amplitude gen-
erally reaching several tens of volts per meter [18,19,40,46].
Spatial integration of the weak electric field with bad di-
rectionality over the bar pair finally gives weak scattering
power.

Interestingly, it is also noted that the weak P mode strongly
interacts with the other weak T mode, and their interaction
gives different features at the low-energy and high-energy
sides: the scattering power IP·T, as a consequence of the in-
ner product of mode vector P and T, gives very small or
even negative values at energies lower than 1.95 eV (yellow
region), which can be understood as a destructive interfer-
ence between these two modes due to their vectors being
orientated nearly perpendicular to each other. The scattering
power then increases and finally reaches a considerably large
positive value as the energy approaches ωB. This indicates that
the orientations of the P and T modes are almost parallel to
each other since the scattering power exhibits IP·T � IP + IT.
A strong constructive interference between these two modes
results in a considerable contribution to the far-field radiation
at q-BIC resonance [green curve in Fig. 3(b)].

IV. MODULATION ON FRACTIONS
IN POLARITON STATES

With the knowledge of multipolar origin of the q-BIC
mode, we now look into the coupling of each multipole
component with TMD excitons in more detail to explore the
fraction distributions of each multipole components in polari-

FIG. 4. The fractions of excitons (red) and q-BIC mode (blue)
as a function of θ in (a) higher-energy UP and (b) lower-energy LP
branch. The fractions of M (cyan) and P (green) mode are dominated
in the q-BIC branch.

ton modes and the modulation effects on the fractions by the
asymmetry parameter.

Utilizing the technique of multipole decompositions, one
can not only obtain the varying fractions from the two strongly
coupled collective modes [37] but also from each multipole
component in q-BIC by the following [48]:

Iscat = IP + IT + IP·T + IM + IQe + IQm + O

(
1

c5

)
. (6)

Assuming the small term O( 1
c5 ) from higher expansion that

can be neglected, the strong coupling between the collective
q-BIC excitations and the WS2 excitons can be branched
into the strong couplings between each multipolar mode (P,
M, T, Qe, Qm) and the exciton mode, including the cou-
pling between multipole modes P and T characterized by
the interference term IP·T. Specifically, the fraction of each
multipolar component in the q-BIC mode strongly coupled to
the WS2 A exciton is extracted by (i) obtaining the fractions
of q-BIC of UP/LP hybrid modes from COM optimized to
our strong coupling system and (ii) determining the fractions
of multipolar components P, M, T, Qe, and Qm in q-BIC of
UP/LP by integrating the multipole moments over the unit
cell at UP/LP resonances, respectively, as their weights. For
our case, considering the small coefficient 2ω4/(3c3) in the
single-mode scattering power, the P and M components have
dominating fractions in q-BIC, while the other three multipole
modes (T, Qe, Qm) possess fraction proportion that are 10−14

order of magnitude smaller than that of P and M modes, which
can be neglected.

In Fig. 4, we demonstrate the fractions of A-exciton and
expanded multipole (P and M) modes as a function of the
tilted angle in the UP branch (a) and the LP branch (b),
respectively. For the UP state in Fig. 4(a), the fractions of
the exciton (red) and q-BIC (blue) show two monotonous
increasing/decreasing branches crossing at zero detuning
(� = 0), indicating that the hybrid state contains 50% exciton
and 50% q-BIC fractions, which gives equal probabilities of
finding the system in the exciton and q-BIC state, respectively.
The fraction branches for the multipole M and P modes,
however, cross at a smaller tilted angle of θ = 21◦, with the
P branch (green) monotonously decreasing and the M branch
(cyan) slowly going up and then decreasing as θ becomes
larger, leading to a maximum fraction occurring around zero
detuning (dashed black line), while for the low energy LP
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branch, the fractions for both M (cyan) and P (blue) mode
grow monotonously with increasing θ , which is quite different
from that for UP branch, as shown in Fig. 4(b)

To understand the behavior of the fraction distributions
in the polariton states, we look back into the multipolar ex-
pansion spectra plotted in Fig. 3(b). The most significant
difference between the UP and LP branches are the res-
onant frequencies. As shown in Fig. 3(b), the low-energy
LP resonances lie in 1.99 eV ∼ 2.01 eV (red region), which
are smaller than the q-BIC resonance ωB at zero detuning
(dashed black line). The high-energy UP processes resonant
frequencies that are higher than ωB, covering the energy band
from 2.03 eV to 2.05 eV (blue region). Within the LP and
UP frequency range, tuning the asymmetry parameter θ from
16◦ to 28◦ only affects the peak positions of each multipole
component in the scattering power without changing their
profiles, i.e., the distribution features for each component does
not change as a function of θ .

Based on this fact, we first focus on the UP branch. It
is noticed that, unlike the M mode exhibiting a single sym-
metric peak, the scattering power spectra of the P mode
always exhibit a Fano-like increase-to-decrease line shape for
the energies lower/higher than the WS2 A-exciton resonance
2.02 eV (� = 0), implying that its fraction is lowered down
at energies higher than 2.02 eV, which includes the driving
energy for UP resonance but not for LP resonance.

It is also noted that not all fractions of magnetic dipoles
couple to WS2 A excitons since the reflectance spectrum in
Fig. 2(a) implies that some of the excitons are coupling with
the subdominant electric dipoles. A suppression of the electric
dipole fraction leads to a larger fraction of magnetic dipoles
to couple with the exciton mode. Therefore, when the energy
increases from the cross point (zero detuning) to the UP res-
onance, the fraction of the M mode coupling with excitons
keeps lowering down, but a more steep suppression of the
electric dipole fraction frees more uncoupled excitons for the
dominant magnetic dipoles to couple with, thus compensating
the fraction loss and making a slow peak for the magnetic
dipole fraction in the UP branch.

On the contrary, for the LP branch, although the LP res-
onances are close to the peak position of Fano-like line
shapes of electric dipole scattering power spectra, no asym-
metric suppression of magnetic dipole fraction occurs since
the magnetic dipole scattering spectra are single and almost
symmetric peaks at 2.02 eV, which releases less exciton for
the subdominant electric dipoles to couple with. Therefore,
the normal trend of P and M mode fractions is preserved in
the LP hybrid mode.

Essentially, the electric and magnetic near fields, as well
as the multipolar mode fractions in the strong coupling can
all be modulated by the multipolar features of q-BIC at the
coupling cross point. Practically, the interference between
multipole modes P and T, which has already been included in
the current density information, leads to different line shapes
in the scattering spectra. In our case, the M mode is engineered
to perform a single and symmetric peak at zero detuning by
controlling the structure parameters of tilted silicon-bar pairs
in the full dielectric structure, and the subdominant P mode
exhibits a Fano-like line shape with a peak at low energy and
a dip at high energy in the scattering power spectrum. These
two features help modulate the characteristics of the electric
and magnetic, as well as the near-field property and mode
fractions in the strongly coupled system between q-BIC and
WS2 A-exciton modes.

V. CONCLUSIONS

In summary, we proposed a hybrid system containing a
2D all-dielectric metasurface supporting q-BIC and a TMD
monolayer. We investigate the interaction between TMD ex-
citons and the q-BIC mode in the strong coupling regime.
We demonstrated that two interaction processes (coherent
and incoherent coupling) coexist in the strongly coupled sys-
tem and lead to the formation of sub/superradiant polariton
states. We also studied the microscopic excitation of multipole
components in q-BIC and their coupling to excitons using
multipole decompositions combined with near-field analysis
based on full wave simulations. We reveal that the magnetic
and electric dipole mode dominate in the strong exciton-BIC
coupling. The fraction distributions of the M and P modes
behave completely differently in UP and LP states, which is
mainly controlled by the fraction of the electric dipole mode
in the q-BIC state. The fraction distributions of each mulit-
pole component in the hybrid states can be readily tailored
by subwavelength-scale engineering of the 2D meta-atoms,
which may pave the way toward novel, tunable exciton-
polariton devices with high compactibility.
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