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The non-Hermitian skin effect, namely, that the eigenvalues and eigenstates of a non-Hermitian tight-binding
Hamiltonian have significant differences under open or periodic boundary conditions, is a remarkable phe-
nomenon of non-Hermitian systems. Inspired by the presence of the non-Hermitian skin effect, we study the
evolution of wave packets in non-Hermitian systems, which can be determined using the single-particle Green’s
function. Surprisingly, we find that in the thermodynamic limit, the Green’s function does not depend on
boundary conditions, despite the presence of skin effect. We provide a general proof for this statement in arbitrary
dimension with finite hopping range, with an explicit illustration in the non-Hermitian Su-Schrieffer-Heeger
model. We also explore its applications in noninteracting open quantum systems described by the master
equation. We demonstrate that the evolution of the density matrix is independent of the boundary condition.
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I. INTRODUCTION

In recent years, non-Hermitian physics [1,2] has attracted
a lot of attention in both classical and quantum physics.
In classical physics, for example, a non-Hermitian effective
Hamiltonian can describe photonic or acoustic systems with
loss and gain [3–6]. In quantum physics, non-Hermiticity can
be introduced by making the system coupled with an external
bath [7–13]. The non-Hermiticity can lead to novel physical
phenomena. For example, when tuning parameters, a non-
Hermitian Hamiltonian can have exceptional points where two
or more eigenvalues and eigenstates coalesce [14–21].

Among these innovative studies, the interplay between
non-Hermiticity and topology attracts much attention both
theoretically [22–48] and experimentally [4,6,18,49–60].
Conventionally, the topological phenomena are closely related
to the bulk topological invariants defined on the Brillouin
zone through the bulk-boundary correspondence [61–68].
In non-Hermitian systems, however, the topological invari-
ants are defined on the generalized Brillouin zone (GBZ)
[33,69,70]. This is due to the celebrated non-Hermitian skin
effect (NHSE) [11,33–36,71–78], which states that the ma-
jority of eigenstates of the non-Hermitian Hamiltonian with
the open boundary condition are exponentially localized at
boundaries as illustrated in Fig. 1. On the contrary, when the
periodic boundary condition is imposed, the eigenstates are
plane waves modulated by the periodic potential, as implied
by Bloch’s theorem [79]. Subsequently, the breakdown of
Bloch’s theorem under the open boundary condition suggests
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a boundary sensitivity of eigenvalues and eigenstates, even if
we take the thermodynamic limit.

The sensitivity of eigenstates and eigenvalues seems to
imply that the evolution of a wave packet under the open
boundary condition should be different from the evolution
under the periodic boundary condition, even in the thermody-
namic limit. However, in this work, we give a general proof
that the single-particle Green’s function G(t ) = 〈 f |e−iHt |i〉,
and thus the evolution of the wave packet, is independent of
the boundary condition in the thermodynamic limit. Our proof
works for general dimensions with finite hopping range and
number of bands. We then give an explicit example for the
equivalence using the non-Hermitian Su-Schrieffer-Heeger
(SSH) model [33,37,38,69,71,81]. In this case, the Green’s
function can be analytically reduced to a contour integral, and
the Green’s function under the open boundary condition can
be shown the same as its close boundary condition counterpart
by a contour deformation. Finally, we apply our results to the
open quantum systems, where we prove that the evolution un-
der quadratic master equations is insensitive to the boundary
condition (Fig. 1).

II. MODEL

We consider general noninteracting non-Hermitian sys-
tems in the D dimension, with the Hamiltonian

Ĥ =
∑
x,y

Hμν
xy ĉ†

x,μĉy,ν =
∑

x

∑
max{ri}<N

q∑
μ,ν=1

tr,μν ĉ†
x+r,μĉx,ν .

(1)
Here x = (x1, x2, . . . , xD) labels different sites and r =
(r1, r2, . . . , rD) labels the displacement. μ, ν = 1, 2, . . . , q la-
bels different sites in a unit cell and N is the range of hopping.
To be concrete, we consider a system with xi ∈ {1, 2, . . . , L}
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FIG. 1. Under (a) the open and (b) the periodic boundary con-
dition, the wave function |ψ〉 behaves in different manners in
the thermodynamic limit. However, the single-particle propagator
Go/p(x, y, t ) remains the same, thus generating the same bulk dy-
namics. Here the subscript indicates the boundary condition.

with the periodic boundary conditions in x2, . . . , xD. If we
take an open boundary condition in x1, the single-particle
wave function of eigenstates then takes the form of [80]

ψx,μ(k⊥) =
2M∑
a=1

(βa)x1 eik⊥·x⊥φa
μ(k⊥).

Here M = qN and we have defined the (D − 1)-dimensional
momentum k⊥ = (k2, . . . , kD). βa is determined by both the
eigenequations in bulk and the boundary condition |βM | =
|βM+1|, which generally leads to |βa| �= 1. Consequently, the
wave function is exponentially localized around the boundary,
known as the non-Hermitian skin effect. The allowed value of
βM and βM+1 form a close cycle at the thermodynamic limit,
which defines the GBZ. This is significantly different from the
eigenstates with the periodic boundary condition in x1, where
the wave function is a plane wave and we have the traditional
Brillouin zone with |β| = 1.

In this work, we ask whether the presence of the non-
Hermitian skin effect results in dynamics sensitive to the
boundary condition in the thermodynamic limit. We con-
sider the evolution of single-particle wave packets |ψ (t )〉 =
e−iHt |ψ (0)〉. In the coordinate representation, we have

ψx,μ(t ) =
∫

dy Gμν (x, y, t )ψy,ν (0). (2)

Here Gμν (x, y, t ) ≡ 〈x, μ|e−iHt |y, ν〉 is the single-particle
Green’s function. Consequently, to compare the non-
Hermitian dynamics under different boundary conditions, we
only need to focus on their Green’s functions.

III. GENERAL RESULTS

Proof. The main result of this work is to establish a the-
orem that states Gμν (x, y, t ) is independent of the boundary
condition being open or closed in the thermodynamic limit,
regardless of the Hamiltonian H having completely different
eigenenergies and eigenstates. The proof contains two steps.

We first analyze the error of Gμν (x, y, t ) when truncating the
infinite series of H at the order of �, and show that it is
possible to choose � � L for obtaining an accurate estima-
tion, where L is the system size. We then focus on initial
and final positions away from the boundary (with a distance
larger than �) and prove that there is no difference between
the periodic boundary condition case and the open boundary
condition case.

Step 1. We first expand e−iHt with a cutoff �:

G(�)
μν (x, y, t ) =

�∑
n=0

(−it )n

n!
〈x, μ|(H )n|y, ν〉. (3)

We hope to estimate the difference δGμν (x, y, t ) =
Gμν (x, y, t ) − G(�)

μν (x, y, t ). Inserting complete basis in
the coordinate space, we have

δGμν =
∞∑

n=�+1

∑
{αi},{zi}

(−it )n

n!
Hμα1

xz1
Hα1α2

z1z2
. . . Hαn−1ν

zn−1y . (4)

For each summation of zi, there is only (2N )D nonvanishing
contributions. Denoting the maximum norm of the hopping
strength tr,μν as tmax, we have

|δGμν | �
∞∑

n=�+1

((2N )Dqttmax)n

n!
≈ e�((2N )Dqttmax)1+�

√
2π�(3/2)+�

.

(5)
Here we have expanded for � � (2N )Dqttmax. We find the
estimation G(�)

μν is accurate superexponentially in �, for arbi-
trary system size L.

Step 2. In the thermodynamic limit, we have L � �. Con-
sidering x and y in the bulk with a distance d � N� away
from the boundary, the accurate approximation (A) contains
no boundary terms. Consequently, G(�) is independent of the
boundary condition. Finally, taking L → ∞ and then � →
∞, we arrive at the conclusion that the Green’s function
Gμν (x, y, t ) is independent of the boundary condition.

Remarks. Before turning to the more explicit example, we
make a few comments. Firstly, we need to emphasize that we
consider the dynamics of a bulk state at a finite time. At an
infinite time or sufficiently long time for finite systems when
L ∼ (2N )Dqttmax, the dynamics will eventually be influenced
by boundaries, which yields a boundary-dependent relaxation
time [11]. Our theorem also works for the evolution of a plane
wave state, since the weight of the wave function which is
affected by the boundary can be estimated as (2N )Dqttmax/L,
which goes to 0 in the thermodynamic limit. Secondly, al-
though we take systems with translational symmetry (1), the
theorem is proved in real space. It can be straightforwardly
generalized to allow disorders (when the disorder strength is
bounded). Consequently, our proof works beyond the gener-
alized Bloch theory.

Thirdly, we ask why the difference in eigenenergies with
different boundary conditions does not lead to different
Green’s functions for systems with translation symmetry. This
can be understood from the perspective of analyticity. For
simplicity, we focus on D = 1 systems with translational
symmetry. Beginning from a concrete non-Hermitian system,
we first impose the periodic boundary condition and then
perform Fourier transformation. In the thermodynamic limit,
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the Green’s function can thus be written as an integral over
the BZ:

Gμν (x, y, t ) ≡
∫

dk

2π
eik(x−y)〈μ|e−iH (eik )t |ν〉

=
∮

|β|=1

dβ

2π iβ
βx−y〈μ|e−iH (β )t |ν〉.

(6)

Here we have introduced β = eik . H (β )μν = ∑N
x=−N tx,μνβ

x

is the Bloch Hamiltonian and is analytic on the whole complex
plane except for β = 0,∞. If the open boundary condition is
taken, we expect the same expression still persists, up to a
change of integral contour to the GBZ

Gμν (x, y, t ) =
∮

GBZ

dβ

2π iβ
βx−y〈μ|e−iH (β )t |ν〉. (7)

This expression is confirmed directly later in the non-
Hermitian SSH case. One can show that e−iH (β )t is bounded by
a similar estimation as in step 1, indicating it is also analytic
with β, away from β = 0,∞. Consequently, the integrals
over BZ and GBZ must contribute to the same result. This
proves the validity of (7) and gives us an understanding of the
boundary condition independence.

Finally, we discuss the consistency between our theorem
and previous works. In [82], the authors consider the fre-
quency space Green’s function G(x, y, ω) for non-Hermitian
Hamiltonians in one dimension with a single site per unit
cell. It is found that for certain hopping parameters, G(x, y, ω)
is sensitive to the boundary condition. Mathematically, the
reason is that when computing G(x, y, ω), we are dealing with
(ω − H )−1. However, the Taylor series now probably diverge
for certain ω, which is different from the e−iHt case with an
infinite convergent radius. Physically, when we measure the
frequency response, we are considering the limit where we
take t → ∞ before taking the thermodynamic limit L → ∞.
As a result, signals from the boundary can propagate into the
bulk and lead to nontrivial effects.

IV. EXAMPLE: NON-HERMITIAN SSH MODEL

Now we present the results for the non-Hermitian SSH,
where the Green’s function can be derived explicitly. The
Hamiltonian reads

H =
(

t1 + γ

2

) ∑
x

|x, A〉〈x, B| +
(

t1 − γ

2

) ∑
x

|x, B〉〈x, A|

+ t2
∑

x

|x, B〉〈x + 1, A| + t2
∑

x

|x + 1, A〉〈x, B|. (8)

This model has been widely studied in previous works
[33,37,38,69,71,81]. To avoid complications we assume t1 >

γ/2 > 0 and t2 > 0. The Green’s function can be expanded as

Gμν (x, y, t ) =
∑

E

〈x, μ|E〉R L〈E |y, ν〉e−iEt . (9)

Here we have defined the right eigenvector |E〉R which sat-
isfies H |E〉R = E |E〉R and the left eigenvector |E〉L with
HT |E〉L = E |E〉L. The summation is over all eigenvectors.

Under the open boundary condition, |E〉R takes the form

|E〉R =
∑

n

(
ψA

x |x, A〉 + ψB
x |x, B〉),

(
ψA

x , ψB
x

) = βx
1

(
φA

1 , φB
1

) + βx
2

(
φA

2 , φB
2

)
, (10)

where the eigenequations in the bulk are(
t1 + γ

2
+ t2/βa

)
φB

a = EφA
a ,

(
t1 − γ

2
+ t2βa

)
φA

a = EφB
a .

(11)

Here a ∈ {1, 2}. This leads to the relation

E = ±
√(

t1 + γ

2
+ t2/βa

)(
t1 − γ

2
+ t2βa

)
≡ ±E (β ),

(12)
which gives β1β2 = t1−γ /2

t1+γ /2 . Since bulk states require |β1| =
|β2|, we introduce β1 =

√
t1−γ /2
t1+γ /2 eiθ = β∗

2 . The boundary con-

dition is ψB
0 = 0 and ψA

L+1 = 0, or

φB
1 + φB

2 = 0, βL+1
1 φA

1 + βL+1
2 φA

2 = 0. (13)

This leads to states labeled by m as

2θ (L + 1) + 2 arg

(
t1 − γ /2 + t2

√
t1 − γ /2

t1 + γ /2
e−iθ

)
= 2πm.

(14)

In the thermodynamic limit L → ∞, this suggests
∑

m →
Ldθ/π = Ldβ/(iπβ ). The left eigenvector |E〉L can be ob-
tained by taking βa → 1/βa and γ → −γ . Finally, we find

G =
∑
±

∮
GBZ

dβ

4π iβ
(β )a−be∓iE (β )t

(
1 ±E (β )

t1− γ

2 +t2β±E (β )
t1+ γ

2 + t2
β

1

)
.

(15)

Here we have neglected terms proportional to βL, which aver-
aged to zero in the thermodynamic limit. It is straightforward
to check that this matches our expectation (7). We can also
explicitly see that after summing up ±, naive poles from
t1 − γ

2 + t2β or t1 + γ

2 + t2
β

disappear and we can deform the
contour to |β| = 1. Also, by deforming the integral contour,
the result matches the Green’s function under the periodic
boundary condition.

We further provide a numerical verification for the equiv-
alence of bulk Green’s functions in Fig. 2. In numerics, we
take γ = t1 = t2 and L = 20, where there is a naive pole
lying between GBZ and the traditional BZ. We directly plot
the norm of the Green’s function |Gμν (x, y, t )| with open or
periodic boundary conditions for tγ = 1. We find that even in
this case with moderate system size, the bulk Green’s function
is independent of the boundary condition, consistent with
our theorem. We also present more numerical results in the
Appendix.

V. APPLICATION

Our theorem can be directly applied to any system de-
scribed by a non-Hermitian Hamiltonian. Here we give
another example. By using our theorem, we prove that the
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(a) (b)

FIG. 2. (a) The numerical result for the norm of the Green’s
function |Gμν (x, y, t )| for the non-Hermitian SSH model with γ =
t1 = t2, tγ = 1, and the periodic boundary condition. Inset: the same
plot with the open boundary condition. (b) A plot of their difference
ln |Gμν (x, y, t )|. From the figure, we see the Green’s function in
the bulk is independent of the boundary condition, as predicted by
our theorem

dynamics of a quantum system coupled to a Markovian bath
is also independent of the boundary condition. For simplic-
ity, we consider the one-dimensional case with a single site
per unit cell. We first prepare the system in some initial
states. Then at t = 0, the coupling to the bath is turned on.
The subsequent dynamics is described by Lindblad master
equation [7]

d

dt
ρ̂ = −i[Ĥ0, ρ̂] + γ

2

∑
x

(2L̂xρ̂L̂†
x − {L̂†

x L̂x, ρ̂}). (16)

If the initial state is a Gaussian state, the Wick theorem works
at any time t � 0. Consequently, the evolution of the den-
sity matrix ρ̂ is entirely captured by the correlation function
Cxy(t ) = tr[ρ̂(t )ĉ†

xcy]. We further assume that the Lindblad
operator L̂x is a combination of annihilation operators, which
take the form of L̂x = ∑

z uxzĉz. The dynamics of Cxy(t ) can
then be represented as [11]

d

dt
C = −iC

(
HT

0 − i
γ

2
U

)
+ i

(
HT

0 + i
γ

2
U

)
C, (17)

where C and H0 are matrix forms of Cxy and (H0)xy. U is a
matrix such that Uxy = ∑

z uzxu∗
zy. As a result, the dynamics

of C is dominated by propagator G(t ) = ei[HT −i(γ /2)U ]t ,

C(t ) = G(t )C(0)G†(t ). (18)

The effective Hamiltonian H = HT
0 − i γ

2 U is a non-
Hermitian single body Hamiltonian. G(t ) is nothing but the
single-particle Green’s function. Utilizing the theorem dis-
cussed above, we can conclude that the dynamics of C(t ), as
well as ρ̂(t ), does not depend on boundary conditions in the
thermodynamic limit. This is consistent with the fact that if
we consider the system and bath as a whole, the total system
is unitary, and we do not expect any sensitivity to boundary
conditions.

We also check our conclusion numerically with a specific
model. We take the Hamiltonian Ĥ0 = ∑

x J (ĉ†
x ĉx+1 + H.c.)

and the Lindblad operators L̂x = u1ĉx + u2ĉx+1. At t = 0, we
prepare the system in the initial state |ψ (0)〉 = |x = L/2〉 and
L is the system size. We then compute the evolution of the
correlation function Cxy and the numerical results are shown
in Fig. 3, which supports our conclusion.

(a) (b)

FIG. 3. The dynamics of correlation function nx (t ) = Cxx (t ) in
the open quantum system. (a) The numerical results with the periodic
boundary condition. Inset: the same plot with the open boundary
condition. (b) A logarithm plot of the difference |nx (t )| between
open boundary condition and periodic boundary condition. Here,
we take J = 2u1, u2 = iu1, γ = 0.2u1, and the system size is given
by L = 30.

VI. DISCUSSIONS

In this work, we generally prove that regardless of the
non-Hermitian skin effect, the evolution under non-Hermitian
Hamiltonians is independent of the boundary condition in
the thermodynamic limit. We find that this fact can be
understood by the analyticity of the integrand under the
eigenstate decomposition, and an explicit example is given
using the non-Hermitian SSH model. We finally discuss
an application of our theorem in the evolution of open
quantum systems, where we show that the evolution of
the density matrix in bulk is independent of the boundary
conditions.

Having the theorem we discussed in hand, it is interesting
to ask whether the non-Hermitian dynamics is independent of
the boundary conditions for interacting systems. We expect
that a similar theorem still exists, although proof is left for
future work.
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APPENDIX: ADDITIONAL NUMERICAL DATA FOR THE
NON-HERMITIAN SSH MODEL

In this Appendix, we present supplemental numerical re-
sults for the non-Hermitian SSH model. In particular, we test
our theorem for different parameters and show the boundary
condition only plays a role after the wave packet reaches the
boundary.

Here we study the Green’s function under open/periodic
boundary conditions, as well as their difference ln |Go(x, y) −
Gp(x, y)| as a matrix for L = 20. The difference is nonvan-
ishing only when both x and y lie near the boundary in the
short time limit. At a longer time, the effect of the boundary
spreads out. As a result, the difference becomes significant
when x and y are separated from the boundary with distance
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(a)

(b)

(c)

(d)

FIG. 4. The numerical results of the Green’s function |Gμν (x, y, t )| for the non-Hermitian SSH model. We choose parameters as (a) γ =
t1 = t2 and tγ = 1; (b) γ = t1 = t2 and tγ = 8; (c) γ = t1 = 2t2 and tγ = 1; and (d) γ = t1 = 2t2 and tγ = 8.

∼N (2N )Dqttmax, which increases linearly with time. For finite
time t , this region is parametrically small compared to the
system size L. We have tested different parameters and find

our results hold in all cases. The results for γ = t1 = t2 and
γ = t1 = 2t2 are shown in Fig. 4.
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