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Using optical conductivity to detect the underlying metallic edge state
in the interacting Haldane model
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By employing the exact diagonalization method in and out of equilibrium, we investigate the half-filled
spinless Haldane model on the honeycomb lattice with nearest-neighbor Coulomb repulsion. In equilibrium,
the ground states with small and large interactions are in Chern insulator and charge-density-wave phase,
respectively. Motivated by the recent study reporting a topologically nontrivial excited state in the strong
coupling regime, we propose that such an underlying state can be detected by using optical conductivity in
the open boundary condition. Specifically, we find that the dominant peak of the optical conductivity on edge is
inside the bulk gap and its characteristic frequency is associated with the second excited state. Further analyses
on the Drude peak indicate that the second excited state preserves a metallic edge even in the system away from
the critical point. Meanwhile, it can be excited largely by not only circularly but also linearly polarized pump
pulse. The latter is mostly overlooked by previous studies and implies that the polarization of the driving field is
not so crucial to our system.
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I. INTRODUCTION

In the past decades, the discovery of topological and Chern
insulators (CIs), which fall outside the conventional Landau
theory of spontaneously broken symmetry, has provided a
new way for the classification of quantum phases [1–4]. There
has been much effort dedicated to the relevant investigations,
and topological phases of matter are now largely understood.
For example, by solving single-particle Hamiltonians in non-
interacting systems, topologically ordered states have been
fully classified based on time-reversal, particle-hole, chiral,
and crystal symmetry [5–8]. On top of that, the effects of
interactions on topology also attracted much interest due to
the rich and complicated physics of correlated systems [9].
Interactions themselves, on the one hand, may directly induce
the so-called topological Mott insulator [10–18], especially
in quadratic band crossing systems with weak interactions
[19–26]. On the other hand, the interplay of topology with
local orders could generate exotic states, such as the antifer-
romagnetic topological (or Chern) insulator [27–32]. In finite
systems, the coexistence of the topological and the charge-
density-wave (CDW) state is also examined even though it is
strongly dependent on the lattice size and shape [33,34].

As a promising technique, nonequilibrium scenarios of-
fer an extra dimension for the realization and modulation
of exotic states. Among them, circularly polarized laser has
been proposed to dynamically generate a short-lived topo-
logical state, such as light-induced anomalous Hall effect
[35] and Floquet engineered topological phases in nonin-
teracting systems [36–42]. In theory, a basic agreement is

*shaocan@njust.edu.cn
†rflu@njust.edu.cn

that the topological invariant (Chern number) of the time-
dependent wave function keeps unchanged under the local
unitary evolution in the thermodynamic limit [43]. How-
ever, recent studies on quench and pump dynamics show
that the dynamically induced Hall response may coexist with
an invariant Chern number especially in interacting systems
[44–47], while in equilibrium they are connecting to each
other by the celebrated Thouless-Kohmoto-Nightingale-den
Nijs (TKNN) formula [48].

In this paper, we study the interacting Haldane model at
half filling with open boundary condition (OBC) by employ-
ing the exact diagonalization (ED) method. It is known that
the interaction drives the system from CI to CDW ground
state (GS) in equilibrium. Motivated by the study showing an
excited state with finite Chern number in the strong coupling
regime [47], we further explore the possibility to detect such
an underlying state by means of optical conductivity, instead
of Hall response. Through defining the spatially separated
bulk and edge, we find that in the CDW regime, the dominant
peak of the optical conductivity on edge locates inside the
bulk gap and its frequency is consistent with the energy dif-
ference between the second excited state and GS. By careful
analyses on Drude weight, we show that the second excited
state still preserves a metallic edge even if the system is far
from the phase transition point. After a resonant pump pulse
with either linear or circular polarization applied to the CDW
ground state, a large enhancement of the overlap between the
time-evolving wave function and the second excited state can
be observed. This feature indicates that the driving field just
serves as a trigger to recover the underlying metallic edge
state, while its polarization is not so crucial to our system.

The presentation is organized as follows: In Sec. II, af-
ter introducing the model Hamiltonian, a description of the
numerical method we employ is presented. The results of
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FIG. 1. Five lowest-lying energy levels (a), the ground-state
fidelity metric (b), and entanglement entropy (c) vs V for the
Hamiltonian (1). The inset in (b) shows the 24A cluster with open
boundary condition.

optical conductivity in equilibrium and the time-dependent
analyses after resonant excitation are detailed in Sec. III. Last,
a conclusion is given in Sec. IV.

II. MODEL AND METHOD

The Hamiltonian we study is the half-filled spinless
Haldane model with nearest-neighbor interactions:

Ĥ = −th
∑
〈i, j〉

(ĉ†
i ĉ j + H.c.) − t ′

h

∑
〈〈i, j〉〉

(eiφi j ĉ†
i ĉ j + H.c.)

+V
∑
〈i, j〉

n̂in̂ j, (1)

where ĉ†
i (ĉi) creates (annihilates) an electron at site i and

n̂i is the corresponding number operator. th and V are the
nearest-neighbor hopping constant and interaction strength,
respectively. The complex next-nearest-neighbor hoppings,
i.e., t ′

heiφij in anticlockwise and t ′
he−iφij in clockwise loops,

induce an effective magnetic flux and break the time-reversal
symmetry. The 24A cluster with OBC is adopted, as shown
in the subplot of Fig. 1(b). We then define the bulk (blue
dashed circle) and edge (red dashed circle) of the system, and
calculate their optical conductivities. Due to the finite size of
our lattice, we just treat the edge and bulk as one-dimensional
periodic chains.

In equilibrium, one way to obtain the optical conductivity
σ (ω) is from the Kubo formula [49]:

σreg(ω) = 1

ωL

∫ +∞

0
eiωt 〈ψ0|[ j(t ), j(0)]|ψ0〉 dt

= π

L

∑
m �=0

|〈ψm| j|ψ0〉|2δ(ω + Em − E0), (2)

where |ψ0〉 and |ψm〉 are the ground state and mth eigenstate,
respectively. A spectral broadening factor η = 0.1 is intro-
duced to the δ function. The current j(t ) is the Heisenberg
representation of the current operator, which reads

j = −ith
∑
i,σ

[c†
i,σ ci+1,σ − H.c.]. (3)

Here the site i is in the internal (external) circle with L = 6
(18) for the bulk (edge). Notice that due to m �= 0, Eq. (2) only
gives the regular part of the optical conductivity, i.e., σ (ω)
with ω �= 0.

As an important quantity to characterize the metallic state,
the Drude weight D is associated with the singularity of
Re σ (ω) at ω = 0 [50,51]:

Re σ (ω) = 2πDδ(ω) + Re σreg(ω). (4)

Due to the inability to obtain the Drude weight from σreg(ω),
we adopt the following method which is rigorous in the linear-
response regime [52,53]:

σ (ω) =
∫ tm

0
σ (t )ei(ω+iη)t dt, (5)

σ (t ) = 1

L

[
〈ψ (t )|τ |ψ (t )〉 +

∫ t

0
χ (t, t ′′) dt ′′

]
, (6)

where τ = th
∑

i,σ (c†
i+1,σ ci,σ + H.c.) is the stress tensor op-

erator and χ (t, t ′′) = −iθ (t − t ′′)〈ψ (0)|[ jI (t ), jI (t ′′)]|ψ (0)〉
is the two-time susceptibility. We set tm = 100 as the cutoff
time in which we do the Fourier transformation. The inter-
action representation of the current operator jI (t ) is defined
as U †(t, 0) j U (t, 0), with U (t, 0) being the time-evolution
operator. We refer to this method as nonequilibrium linear
response (NLR) in the following discussions. Differences be-
tween the Kubo formula and NLR method have been detailed
in Ref. [54].

Out of equilibrium, we employ the time-dependent Lanc-
zos technique in ED [55] to evolve the many-body wave
function, whose key formula is

|ψ (t + δt )〉 = e−iH (t )δt |ψ (t )〉 �
M∑

l=1

e−iεl δt |φl〉〈φl |ψ (t )〉,

where εl and |φl〉 are the eigenvalues and eigenvectors of
the M-dimensional Krylov subspace generated in the Lanczos
process, respectively. In this paper, we choose δt = 0.02 and
M = 30 to ensure the convergence of numerical evolution.
The external electric field during photoirradiation can be in-
cluded into the Hamiltonian via the Peierls substitution in the
hopping terms:

c†
i,σ c j,σ + H.c. → eiA(t )·(R j−Ri )c†

i,σ c j,σ + H.c., (7)

where A(t ) = (Ax(t ), Ay(t )) is the vector potential and

Ax(t ) = A0,xe−(t−t0 )2/2t2
d cos[ω0(t − t0)],

Ay(t ) = A0,ye−(t−t0 )2/2t2
d sin[ω0(t − t0)]. (8)

Here the temporal envelope of A(t ) centered at t0 is taken to
be Gaussian. The parameter td controls its width and ω0 is the
central frequency.
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In what follows, we set parameters t ′
h = 0.2, φi j = π/2 and

focus on zero temperature throughout the paper. Dimension
of our Hilbert space is 2 704 156 for the 24-site cluster at half
filling. 
t is defined to be the time difference between the
pump and probe instants. In addition, we use units with e =
h̄ = 1 and the lattice spacing a0 = 1. In these units, th and t−1

h
are set to be the unit of energy and time, respectively.

III. NUMERICAL RESULTS AND DISCUSSION

We start by showing five lowest-lying energy levels as
a function of V in Fig. 1(a). Instead of a level crossing
separating the CI and CDW phase in the periodic boundary
condition (PBC) [47], the two lowest levels merge to be nearly
degenerate with V increasing in the OBC. Such a discrepancy
caused by finite-size effect has been discussed in the extended
Haldane-Hubbard model [34]. In addition, the energy merging
between the ground state (|ψ0〉) and first excited state (|ψ1〉)
signals the formation of the CDW phase, where |ψ0〉 and |ψ1〉
are the symmetric and antisymmetric solutions, respectively.
That is, |ψ0〉 = |1〉+|2〉√

2
and |ψ1〉 = |1〉−|2〉√

2
, where |1〉 (|2〉) rep-

resents the state with electrons only localized on sublattice A
(B) in our half-filling case. It has been demonstrated that |ψ0〉
and |ψ1〉 are not fully degenerate in finite systems because of
a spontaneous symmetry breaking [56].

The phase transition point in our model locates at Vc = 2.6
(dashed lines in Fig. 1), which is pinned down by the peak
of fidelity metric g, see Fig. 1(b). The definition of g reads
[57–59]

g(V ) ≡ 2

N

1 − |〈ψ0(V )|ψ0(V + δV )〉|
(δV )2

, (9)

where |ψ0(V )〉 is the ground state of Ĥ (V ). The lattice size
N = 24 and we set δV = 10−3. To check if our approximation
to spatially separate the bulk and edge is reasonable, we cal-
culate the von Neumann entanglement entropy of GS between
the bulk and edge subsystems s = −TrB(ρBlnρB), where the
reduced density matrix of bulk ρB is obtained by tracing the
edge subsystem from the global density matrix, ρB = TrEρ.
Figure 1(c) shows that the entanglement entropy decreases
quickly near the phase transition point with increasing V ,
which means the entanglement between edge and bulk is weak
in the CDW phase. The reason will be discussed later.

Results of the ground-state optical conductivity obtained
from the Kubo formula and NLR method are shown in
Figs. 2(c)–2(f), respectively, with V = 0 in the left and V =
12 in the right panel. In equilibrium, the two methods give
similar results except for the singularity at ω = 0, as discussed
in Sec. II. In the CI phase with V = 0, the dominant Drude
peak (peak at ω = 0) appears not only on edge but also on
bulk unexpectedly, as shown in Fig. 2(e). This is because the
approximation of spatially separating the bulk and edge is not
suitable for the CI phase, as shown in Fig. 1(c). Meanwhile,
the lattice size with negligible finite-size effect should satisfy
that the bulk is bigger than the edge of the system. In spite
of this, a larger Drude weight on edge can be apparently ob-
served. Except for the Drude peak, the first peaks on the edge
and bulk optical conductivity locate at the same frequency
ω ≈ 2, which is called the optical gap in insulating phase.

FIG. 2. Number of states Ns(E ) defined in Eq. (10) for V = 0
(a) and V = 12 (b). Re σ (ω) on the bulk (blue lines) and edge (red
lines) obtained by Kubo formula (c), (d) and nonequilibrium linear
response (NLR) (e), (f), with V = 0 in the left panel and V = 12 in
the right panel, respectively.

While deep in the CDW phase with V = 12, the Drude
peak is suppressed to be nearly invisible in Fig. 2(f) due to
the dominating CDW order. According to our experience,
it is hard to completely remove the Drude peak in a small
and periodic circle even when it is in the insulating phase.
What interests us is that there appear different optical gaps on
bulk and edge, as shown in Figs. 2(d) and 2(f). Specifically,
the dominant peaks on edge locate at ω ∈ [10, 15], while the
major structure on bulk distributes at ω ∈ [20, 30], which is
about twice the former. From Eq. (2), we know that peaks
on the optical conductivity are associated with the excited
states that can be connected to the GS by the current operator.
So we calculate all the potentially relevant eigenstates with
En − E0 ∈ [0, 30] and show the spectrum in Fig. 2(b). To
make the spectrum more intuitive, we plot the number of states
for every δE by the following formula:

Ns(E ) = Im

(∑
n

1

E − (En − E0) − i δE

)
δE , (10)

where in the sum we give a broadening factor δE = 0.01
at every discrete E = En − E0. In short, Ns(E ) reflects the
number of states in [E − δE/2, E + δE/2].

The spectrum with V = 12 in Fig. 2(b) are divided into
three parts:

(i) the GS and first excited state with very close energy to
each other;

(ii) 36 eigenstates from the second to 37th excited state
with energy E − E0 ∈ [10, 15] around the value of V ;
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FIG. 3. Re σ (ω) calculated from the GS on the bulk (a) and edge
(b), as well as from the second excited state on the bulk (c) and edge
(d) for different V . The results are obtained by nonequilibrium linear
response.

(iii) a large number of states with energy E − E0 ∈ [20, 30]
around the value of 2V .

It is clear that the energy scales of the last two parts are
consistent with peaks on the edge and bulk optical conductiv-
ity, respectively, through comparing Figs. 2(b) and 2(d). The
reason is that on honeycomb lattice with OBC, most of the
sites on edge have two neighboring sites, while all sites on
bulk have three neighboring sites. Roughly speaking, breaking
one of the electron-hole pairs in CDW background costs V
and 2V energies for the edge and bulk, respectively, in the
strong coupling regime. This indicates that the edge will be
more sensitive to external field and the CDW order inside
bulk is more robust. This also leads to the rapid decreasing of
entanglement entropy when the system going into the CDW
phase, as shown in Fig. 1(c). Such features are absent in
the CI phase because of the weak interactions, see Figs. 2(a)
and 2(c). So we speculate that the second excited state |ψ2〉,
with energy E2 − E0 corresponding to the dominant peak of
the edge optical conductivity, possesses a metallic edge even
deep into the CDW phase. To test our idea, we analyze the
conductivities of GS and |ψ2〉.

It is worthwhile to recall that the study in PBC of this
model shows that the second excited state can be smoothly
connected to the original CI ground state after a level crossing
and its Chern number remains C = 1 when Vc < V < 4 in the
CDW regime, see Ref. [47]. However, results of the Chern
number with V > 4 becomes invalid because of the limitation
of their method. It requires that the manifold of eigenenergies
of |ψ2〉 in the torus of E2(φx, φy) is always gapped, where φx

and φy represent the twisted phases in two directions. Instead,
here we propose that a metallic edge state can be detected by
analyzing the Drude weight, i.e., the optical conductivity in
the low frequency. Figure 3 shows the low-frequency optical
conductivity calculated from the GS on the bulk (a) and edge
(b), as well as from the second excited state on the bulk (c) and
edge (d), for different V in the CDW regime. Results of the GS
in Figs. 3(a) and 3(b) tell us again that a tiny peak at ω = 0

FIG. 4. (a) Time-dependent overlaps between the time-evolving
wave function |ψ (
t )〉 and two eigenstates |ψ0〉 and |ψ2〉. (b) Over-
laps between |ψ (
t = 8td )〉 and several low-energy eigenstates |ψn〉.
The circularly polarized pump pulse with Gaussian envelope is
centered at 
t = 0. Parameters: V = 12, A0,x = 0.1, A0,y = 0.1,
ω0 = 10.7, and td = 4.0.

is unavoidable in the NLR method (check subplots therein),
but it can serve as a benchmark to examine the second excited
state. For |ψ2〉, Drude peaks on the bulk are rapidly suppressed
to the level of the CDW ground state with increasing V , while
the low-frequency weight of the edge optical conductivity
remains considerable. This feature indicates that even away
from the phase transition point, i.e., Vc = 2.6, the second
excited state keeps the metallic characteristics on edge. The
above results in the optical conductivity can be compared with
the Hall response in Ref. [47], where they found that the GS
and |ψ2〉 contribute zero and finite Hall response, respectively.
Moreover, Hall conductance of |ψ2〉 decreases with increasing
of V , which is also consistent with the behavior of Drude
weight shown in Fig. 3(d). Our results confirm that the optical
conductivity in OBC and the Hall response in PBC have a very
good correspondence.

Now we turn to seek the possibility to recover the under-
lying metallic edge state from a CDW insulator by simulating
the ultrafast excitation process. We set V = 12 far away from
the critical point, and apply the circularly polarized pump
pule with parameters A0,x = 0.1, A0,y = 0.1, ω0 = 10.7, and
td = 4.0. For resonance, ω0 is consistent with the dominant
peak of the edge optical conductivity. The amplitude A0 and
the temporal width td are chosen by careful analyses to better
excite the second excited state. Figure 4(a) shows the time-
dependent overlaps |〈ψ (
t )|ψn〉|, where |ψ (
t )〉 is evolved
from the CDW ground state under the influence of the pump
centered at 
t = 0. n = 0 and 2 represent the GS and second
excited state, respectively. We find that with the pump applied,
the time-dependent wave function |ψ (
t )〉 shows a decreas-
ing overlap with the GS, while its overlap with the second
excited state increases up to 0.79. After the pump, we present
in Fig. 4(b) the overlaps between |ψ (
t = 8td )〉 and several
lower-energy eigenstates |ψn〉. It is easy to find that the second
excited state is singled out by the well-tuned pump.

In experiment or noninteracting systems, the circularly
polarized laser field is studied to generate topological state
because it breaks the time-reversal symmetry just like the
second term in Hamiltonian (1). Nevertheless, we are also
interested in the linearly polarized pump pulse, which has
not been studied as a way to trigger the topological state. In
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FIG. 5. (a) The injected energy 
E (a) and overlaps between
|ψ (
t = 8td )〉 and the second excited state |ψ2〉 (b) vs the width of
pump pulse td . Blue and red lines represent the pump with circular
and linear polarization, respectively. Parameters: V = 12, A0 = 0.1,
ω0 = 10.7.

Fig. 5(b), we plot the overlaps between |ψ (
t = 8td )〉 and
the second excited state as a function of td , where blue dots
and red squares represent pump pulses with circular and linear
polarization, respectively. We set A0 = 0.1, ω0 = 10.7 and
find that both kinds of pump are able to excite the second
excited state to a considerable level. In addition, the circularly
polarized pump requires a shorter td than the linearly polarized
one: the optimal choice for them are td = 4 and td = 8, re-
spectively. The reason can be attributed to the injected energy,
i.e., 
E = 〈ψ (
t )|H (
t )|ψ (
t )〉 − E0, where 
t = 8td and
E0 is the ground-state energy. Figure 5(a) exhibits the corre-
sponding 
E with different td and implies that the optimal
injected energy is 
E ≈ 13. More high-energy excited states
can be excited when 
E becomes larger and thus |ψ (
t )〉
lose their weight on |ψ2〉. Our opinion is that in our system,
the metallic edge state is hidden to be the second excited state
due to the increase of V , and it can be triggered by both

a circularly and a linearly polarized pump with appropriate
injected energy.

IV. CONCLUSIONS

We investigated the half-filled spinless Haldane model with
nearest-neighbor interaction V in open boundary condition.
Based on the interaction strength, this model is divided into
two ground-state phases, i.e., the Chern insulator and the
CDW state. Deep in the CDW ground state, we observed a
dominant peak on the edge optical conductivity inside the bulk
gap, and its characteristic energy corresponds to the second
excited state. The metallic characteristics on the edge of the
second excited state is manifest based on analyses of the
Drude weight. Out of equilibrium, different from previous
studies using the circularly polarized laser field to break the
time-reversal symmetry, the underlying metallic edge state in
our system can be triggered by both circularly and linearly po-
larized pump pulses. Moreover, we would like to point out that
the photoinduced dynamical behavior cannot be explained by
the “heating effect” or thermal fluctuations, which has been
detailed in Ref. [60]. That is, the resonant excitation could
dynamically select the particular one of the system’s excited
states and lead to the generation of a nonequilibrium phase
transition.
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