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We study the lattice dynamics of group IV semiconductors using the fully ab initio extended Hubbard func-
tional. The on-site and intersite Hubbard interactions are determined self-consistently with recently developed
pseudohybrid functionals and included in force calculations. We analyze the Pulay forces with the choice of
atomic orbital projectors and the force contribution of the on-site and intersite Hubbard terms. The phonon
dispersions, Grüneisen parameters, and lattice thermal conductivities of diamond, silicon, and germanium, which
are the most representative covalent-bonding semiconductors, are calculated and compared with the results using
local, semilocal, and hybrid functionals. The extended Hubbard functional produces increased phonon velocities
and lifetimes, and thus lattice thermal conductivities compared to local and semilocal functionals, agreeing with
experiments very well. Considering that our computational demand is comparable to simple local functionals,
this work thus suggests a way to perform high-throughput electronic and structural calculations with higher
accuracy.
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I. INTRODUCTION

Density functional theory (DFT) [1,2] has been very suc-
cessful in the prediction of various physical properties of real
materials [3]. Popular practical implementations of DFT treat
the electron correlation at the noninteracting one-electron
level within the local density approximation (LDA) [2] or
the generalized gradient approximation (GGA) [4]. A com-
mon, but very serious, problem that may arise from the
approximations of electron interaction in LDA and GGA
is the errors from improper treatment of the electron self-
interaction, known as self-interaction errors (SIEs) [5,6]. Not
only for strongly correlated systems but also for conventional
covalent-bonding materials, the SIE leads to an incorrect
description of the ground systems. Underestimation and over-
estimation of the lattice constant or the energy band gap are
well-known syndromes of these functionals. Such incorrect-
ness in the lattice calculation also leads to errors in elastic
properties and phonon spectra.

In order to alleviate the shortcomings associated with the
SIE, various modified functionals such as meta-GGA func-
tionals [7–12] and hybrid functionals [13–15] were developed.
These approaches still contain empirical parameters to han-
dle the long-range screening and fail to describe strongly
correlated localized systems and low-dimensional systems
[16]. Another level of approximation to treat many-body
electron correlation is to include the dynamic screening in
the Coulomb interaction as in the GW method [17–19] and
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dynamical mean-field theory [20]. These methods still require
significant computational resources compared to standard
DFT, which is impractical for massive calculations of many-
atom systems and for extensive high-throughput calculations.

Since SIE is related to the issue of electron localization,
a common remedy is to compensate the delocalization error,
particularly for d or f electron systems, by introducing the
local Coulomb repulsion or the on-site Hubbard U interac-
tion. The DFT + U method corrects the issue of electron
overdelocalization, capturing the essential physics in the Mott
insulators and the magnetic ground states [21–24]. However, it
fails to describe conventional covalent-bonding semiconduc-
tors since the hybridization of the extended orbitals between
the pair of atoms is not handled well by the Hubbard U term
for the localized sites [25–28]. Campo and Cococcioni intro-
duced the extended Hubbard method into DFT calculations,
namely, the DFT + U + V functional, treating the on-site and
intersite Coulomb interactions on equal footing [25]. The
DFT + U + V functional was shown to give the band gap
of conventional semiconductors accurately in a similar level
of the GW method with significantly reduced computational
demand [25–28]. Also, the Hubbard U and V terms are es-
sential for describing correctly the properties involved with
both strong electron localization and orbital hybridization
such as the energetics and structure of transition-metal-oxide
molecules [29], the voltage of Li-ion batteries [30], the de-
fect states of oxygen vacancies in perovskites [31], and
the x-ray absorption near-edge structures in transition-metal
oxides [32].

In typical DFT + U methods, the on-site Hubbard U is
chosen empirically in a reasonable range to produce the stan-
dard structural or electronic properties such as the lattice
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constant and band gap matched to experimental measurements
[21–24]. Recently, various methods to compute Hubbard
parameters self-consistently were proposed [33–41]. Compu-
tation of the Hubbard terms requires the orbital occupation
numbers projected into either the nonorthogonalized atomic
orbitals (NAOs) or the Löwdin orthonormalized atomic
orbitals (LOAOs). While a NAO is simple in code implemen-
tation, it tends to overestimate the occupation number and
double count the Hubbard correction in the overlap regions
[42]. The LOAO requires a demanding procedure for the
derivative of the overlap matrix but avoids such errors [28,43].
Among various methods, the pseudohybrid Hubbard density
functional proposed by Agapito, Curtarolo, and Buongiorno
Nardelli (ACBN0) leads to a direct self-consistent determina-
tion of U using Hartree-Fock (HF) formalism with moderate
computational cost [41]. In a similar way, the intersite Hub-
bard V term is implemented in the ACBN0 functional [26,27].
The extended ACBN0 functional determines self-consistently
the Hubbard parameters U and V and calculates the band gaps
of diverse semiconductors and insulators comparable to those
from GW methods with a much lower computational load than
GW calculations [26,27]. The self-consistent determination of
the Hubbard terms enables accurate computation of lattice
dynamics and structural relaxation beyond the one-particle
level approximation of LDA or GGA.

In this work, using the recently-developed extended
Hubbard functional, we carry out a comparative study of
the structural and electronic properties of the group IV
semiconductors diamond (C), silicon, and germanium to
make point-by-point comparisons with various exchange-
correlation functionals. These semiconductors are the most
representative covalent-bonding semiconductors, expected to
exhibit the apparent correction from the intersite Hubbard
term V . We are particularly interested in the lattice dynamics
of these semiconductors such as the phonon band structure,
the mode Grüneisen parameters, and the thermal conductivity,
as they are affected by the Hubbard terms, U and V . The
computed static and dynamic lattice properties are in excellent
agreement with experiment results, thus demonstrating the
effectiveness as well as accuracy of the extended Hubbard
functional in studying electronic and structural properties of
solids simultaneously.

This paper is organized as follows. We first briefly review
our formalism of the pseudohybrid functionals for intersite
Hubbard interactions and associated forces in Sec. II. The
detailed computational parameters for the calculations of
electron energy bands as well as static and dynamic lattice
properties are listed in Sec. III. Then, using the method de-
scribed in Sec. II, we present our computational results for
the electronic, structural, and phonon properties of group IV
semiconductors in Sec. IV. Finally, we conclude in Sec. V.

II. FORMALISM FOR EXTENDED HUBBARD ENERGY
FUNCTIONALS AND FORCES

Here we briefly review the DFT method with U and V in-
teractions [25–28] and a recently developed intersite Hubbard
pseudohybrid functional [26,27]. Then, the forces originating
from the U and V terms are discussed. We first start by
considering the total energy formula with the Hubbard energy

functional,

Etot = EDFT + EHub. (1)

In Eq. (1), EDFT can be any local or semilocal density func-
tional, and the extended Hubbard functional EHub is expressed
in a rotationally invariant form with Ueff ≡ U − J and V with
double counting corrections [25],

EHub = 1

2
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∑
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i j
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− 1
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where the general occupation matrix is written as
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〉
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Here fmk is the Fermi-Dirac function of the Bloch state |ψσ
mk〉

of the mth band at momentum k. In Eq. (2), {I, J} denotes a
pair of different atoms within a cutoff distance. The principal
(n), azimuthal (l), angular (i), and spin (σ ) quantum numbers
of the Ith atom are implicitly written in the last line of Eq. (3)
and will be used hereafter. The LOAO of φI

i [44,45] is used as
a projector.

To obtain pseudohybrid functionals for Hubbard interac-
tions, we follow an ansatz by Mosey et al. [39,40] and the
ACBN0 functional [41], which leads to the “renormalized”
occupation number NIJσ

ψmk
and density matrix PIJσ

i j for the pair
of different atoms I and J:
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〈
ψσ
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∣∣φI
i
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φJ

j

∣∣ψσ
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〉
, (5)

where {I} and {J} in Eq. (4) denote all the orbitals with
quantum number n and l of a type I atom and a type J
atom, respectively. For a pair of the same atoms or for
the U calculation, the above expression reduces to NIσ

ψmk
=∑

{I}
∑

i 〈ψσ
mk|φI

i 〉〈φI
i |ψσ

mk〉.
The HF energy can be expressed with Eqs. (4) and (5),

and the bare Coulomb repulsion between electrons belongs
to i and k orbitals of atom I and j and l orbitals of atom

J , (ik| jl ) ≡ ∫
dr1dr2

φI∗
i (r1 )φI

k (r1 )φJ∗
j (r2 )φJ

l (r2 )
|r1−r2| . By inspecting the

equivalence between the unrestricted HF formulation and the
Dudarev form of extended Hubbard interactions, we can ob-
tain the following functional forms for U I and JI [41] and V IJ

[26,27] as follows:

U I =
∑
i jkl

U I
i jkl (i j|kl ), JI =

∑
i jkl

J I
i jkl (ik| jl ), (6)

V IJ =
∑

i j

V IJ
i j (ii| j j). (7)
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It is immediately noticeable that Hubbard functionals in
Eqs. (6) and (7) are weighted Coulomb interactions between
electrons belonging to orbitals of the pair atoms. The weight
factors can be expressed with Eqs. (3), (4), and (5) such
that U I

i jkl = 1
N I

∑
σ,σ ′ PIIσ

i j PIIσ ′
kl ,J I

i jkl = 1
N J

∑
σ PIIσ

i j PIIσ
kl ,

and V IJ
i j = 1

2N IJ

∑
σ,σ ′[PIIσ

ii PJJσ ′
j j − δσσ ′PIJσ

i j PJIσ ′
ji ], where

the normalization factors are N I = ∑
i �= j

∑
σ nIIσ

ii nIIσ
j j +∑

i j

∑
σ nIIσ

ii nII−σ
j j , N J = ∑

i �= j

∑
σ nIIσ

ii nIIσ
j j , and N IJ =∑

σ,σ ′
∑

i j[n
IIσ
ii nJJσ ′

j j − δσσ ′nIJσ
i j nJIσ ′

ji ]. We note that the weight
factors could be regarded as the position-dependent mixing
parameters of HF interactions reflecting local changes of
Coulomb interactions as well as the nonlocal variation for
intersite screenings.

Forces from extended Hubbard interactions on the K th
atom can be obtained using the derivative of EHub in Eq. (2)
with respect to its displacement of RK [27,43]. Using the chain
rule,

∂EHub

∂RK
=

∑
I

∑
i, j,σ
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∂nIIσ
i j

∂nIIσ
i j

∂RK
+

∑
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∂U I
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∂U I
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+
∑
{I,J}

∂EHub

∂V IJ

∂V IJ

∂RK
. (8)

After some algebra, each contribution to the total Hubbard
force FHub ≡ ∂EHub/∂RK = FN + FU + FV can be written as

FN ≡
∑

I

∑
i, j,σ

U I
eff

(
δi j

2
− nIIσ

i j

)
∂nIIσ

ji

∂RK
−

∑
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,

(9)

FU ≡ 1

2
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FV ≡ −1

2

∑
{I,J}

∑
i, j,σ

∂V IJ

∂RK
nIJσ

i j nJIσ
ji . (11)

In calculating ∂nIIσ
ji /∂RK in Eq. (9), the main contribution

comes from a derivative of the LOAO, ∂φI,n,l
i /∂RK , so that FN

can be regarded as the Pulay force [43]. Unlike NAO projec-
tors, ∂nIIσ

ji /∂RK in Eq. (9) is not zero in the case of I �= J �= K
[43], and neither are ∂U I

eff/∂RK in Eq. (10) and ∂V IJ/∂RK

in Eq. (11). The difficulty in evaluating the derivative of the
LOAO [27,43] was overcome by Timrov et al. [43] recently,
so direct evaluation of FN is now feasible.

Typically, FU and FV are quite small and have been ne-
glected so far [27,30,43], although for some metal-oxide
molecules FU is not negligible [46]. Since we compute the
on-site and intersite Hubbard interactions self-consistently, we
can check the order of magnitude of forces from Eqs. (10)
and (11) directly. For the semiconducting materials here, the
forces from the variation of directional bonding are the most
significant, so we can simplify Eqs. (10) and (11) as

FU � 1

2

∑
i, j,σ

∂U K
eff

∂RK

(
δi j − nKKσ

i j

)
nKKσ

ji , (12)

FV � −1

2

∑
{J}

∑
i, j,σ

∂V KJ

∂RK
nKJσ

i j nJKσ
ji , (13)

where {J} in Eq. (13) indicates the sum of contributions of
the Jth atom whose distance with respect to the K th atom is
within a given cutoff distance.

III. COMPUTATIONAL DETAILS

All DFT calculations were performed with QUANTUM

ESPRESSO [47] and norm-conserving pseudopotentials (NC-
PPs) from the Pseudo Dojo library [48]. In the case of
LDA, Perdew-Burke-Ernzerhof revised for solids (PBEsol),
and the extend Hubbard functionals, the Brillouin zone
sampling was done on a k-point grid with a 15 × 15 ×
15 mesh to calculate the equilibrium lattice parameter and
bulk modulus and on a k-point grid with a 21 × 21 × 21
mesh for electronic structure calculations. For Heyd-Scuseria-
Ernzerhof (HSE) hybrid functional calculations, we used
7 × 7 × 7 grids for both calculations. The volume dependence
of the static lattice energy was fitted to Vinet’s equation
of state [49]. The band structure in HSE calculations was
obtained via Wannier interpolation [50] using WANNIER90
[51]. Once the Kohn-Sham states are obtained at each self-
consistent loop in QUANTUM ESPRESSO, the Hubbard U and V
parameters are readily calculated from Eqs. (6) and (7) and
used in the next self-consistent loop as implemented in the
extended ACBN0 functional [26]. The on-site U for s orbitals
was set to be zero. The cutoff energy was set to be 100 Ry,
and the self-consistency threshold for the total energy and
Hubbard interactions was 10−8 Ry. The cutoff distance for
intersite V was set to include the nearest neighbors, which
is enough for the convergence of total energy of group IV
semiconductors [26].

Since the self-consistent U and V terms are expressed in
terms of the localized-orbital projectors, the site-dependent
Pulay forces naturally arise. The choice of the atomic orbital
projectors is thus a critical step in practical implementation
for calculating U and V terms and the forces. Here we employ
the method implemented by Timrov et al. [43] that calculates
the Pulay force and stress using orthogonalized atomic wave
functions as projectors. To address lattice dynamics, the Pulay
force and the derivatives of the Hubbard U and V terms should
be calculated correctly in addition to the standard DFT forces.
We analyzed the contribution of each force and the errors from
inaccurate estimate of the occupation number in the interstitial
regions. We found that the Hubbard forces from the derivative
of U and V are very small and thus can be neglected in the
force calculations, as discussed in Appendix A.

The harmonic and cubic anharmonic interatomic force
constants (IFCs) of phonons were calculated using the frozen-
phonon method [52,53] in a supercell of 64 atoms with a
k-point grid with a 5 × 5 × 5 and 3 × 3 × 3 mesh, respec-
tively. For HSE calculations, the k-point grid was reduced to
2 × 2 × 2 due to the heavy computational cost (Appendix C).
We chose atomic displacements of 0.01 Å for the harmonic
IFCs and 0.03 Å (C) and 0.04 Å (Si, Ge) for the cubic IFCs.
The thermal conductivity was calculated using the phonon
Boltzmann transport equation (BTE) [53–62]. We employed
the relaxation time approximation (RTA) [63] to calculate the
phonon lifetime for Si and Ge since the umklapp scattering is
relatively strong around room temperature [54,64]. However,
for C, the normal process dominates the umklapp process
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TABLE I. Calculated U and V for s and p orbitals (in eV). Up is
the on-site Hubbard term for the p orbital, and Vss, Vsp, and Vpp are
the intersite Hubbard terms between s-s, s-p, and p-p orbitals of the
nearest atoms, respectively.

Up Vss Vsp Vpp

C 5.91 0.82 1.09 2.92
Si 3.51 0.88 0.72 1.86
Ge 3.33 1.03 0.70 1.76

[55,59,60], and its lattice thermal conductivity within RTA
is severely underestimated compared with the full converged
solution [55]. The lattice thermal conductivity of C was cal-
culated with the direct solution of the linearized phonon BTE
[65,66].

IV. COMPUTATIONAL RESULTS

Calculated U and V values for C, Si, and Ge at the experi-
mental lattice constants are presented in Table I. U and V of Si
are almost the same as in a previous study [26]. Our calculated
values are in good agreement with the ones in the literature.
We note that the intersite V term is about 25%–50% of the
on-site U term in these covalent semiconductors and thus
should be correctly determined for accurate description of
physical properties. Before proceeding to the lattice dynamics,
we calculated the lattice constants, the bulk modulus, and the
electronic band structures with various exchange correlations
for point-by-point comparison.

A. Structural parameters

Calculated lattice constants and bulk moduli of group IV
elements calculated with various functionals are presented in
Tables II and III together with experiment values for com-
parison. Each functional using NC-PPs gives a result similar
to the previous DFT calculations using various pseudopo-
tentials [75–79]; LDA underestimates the lattice constants
and thus gives a hardened bulk modulus compared with ex-
periment, while PBE overestimates the lattice constants and
consequently gives soft bulk moduli. PBEsol and HSE give
improved lattice constants and bulk moduli. Compared to
these one-electron-based functionals, DFT with the on-site
U and intersite Hubbard V terms gives very accurate lattice
constants and bulk moduli within 0.2% and 3% of errors over-

TABLE II. Optimized theoretical lattice constants (in Å ) cal-
culated with LDA, PBE, PBEsol, HSE, and the extended Hubbard
functional (U + V ). Experimental values are measured at ambient
conditions.

LDA PBE PBEsol HSE U + V Expt.

C 3.537 3.572 3.558 3.558 3.562 3.567a

Si 5.394 5.469 5.431 5.434 5.434 5.431b

Ge 5.621 5.764 5.676 5.629 5.662 5.658c

aReference [67].
bReference [68].
cReference [69].

TABLE III. Optimized bulk modulus (in GPa) calculated with
LDA, PBE, PBEsol, HSE, and the extended Hubbard functional
(U + V ). Experimental values are measured at ambient conditions.

LDA PBE PBEsol HSE U + V Expt.

C 465 432 449 464 450 442a

Si 96 88 93 99 95 96–99.4b

Ge 72 59 67 74 72 75–75.8c

aReference [70].
bReferences [71,72].
cReferences [73,74].

all compared with measurement. This finding is consistent
with a previous report [25]. The extended Hubbard functional
describes the covalent bonding character properly not only at
the static level but also at the dynamic level, as we discuss
below.

B. Electronic band structures

Our calculated electronic band structures for group IV
semiconductors are shown in Fig. 1, and the fundamental
energy gaps are summarized in Table IV. The range of our
calculated band gaps is comparable with experimental data.
The on-site Hubbard U does not improve the energy band
gaps of semiconductors [25–27]. It is clear that the intersite
Hubbard V term increases the band gap of group IV semi-
conductors, consistent with previous reports [25–27]. For a
proper description of the covalent sp3 hybridization, the in-
tersite interaction should be included. We note that, for Ge,
the band gap is calculated without considering the spin-orbit
interaction and the minimum gap is direct at �.

The highest valence band in the extended Hubbard func-
tional is shifted slightly lower than those of PBEsol, HSE,
and the GW approximation [86]. Overall, the valence bands
in the extended Hubbard functional exhibit dispersions similar
to those in PBEsol and also in GW calculations (Si and Ge)
[86]. We observe wide bandwidth in the valence bands and a
rigid shift of about 1 eV of the lowest-lying valence band in
HSE results due to the strong coupling between the valence p
band and the conduction s band [75,87]. On the other hand,
the on-site U of the s orbital is zero, and no meaningful shift
of the lowest-lying s band from the PBEsol band is observed
in the extended Hubbard functional.

The conduction bands in the extended Hubbard functional
show a rigid shift to higher energies compared to those in
PBEsol. The lowest conduction band in the extended Hubbard
functional is similar to that in HSE but slightly lower in
energy than that in the GW method [86]. The extend Hubbard
functionals may be regarded as a static approximation to the
GW approximation [22,26,27] expected to produce accuracy
comparable to the GW method.

C. Phonon band structures and Grüneisen parameters

We studied the lattice dynamics of group IV semicon-
ductors to demonstrate how the intersite Hubbard V term
describes the covalent bonding properly. All calculations
were performed at the experimental lattice constant of C
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FIG. 1. Calculated electronic band structures of C, Si, and Ge along the symmetry lines in the Brillouin zone using PBEsol (black), HSE
(orange), and the extend Hubbard functional (blue). The top of the valence band is set to 0 eV.

(3.5670 Å) and Si (5.4310 Å) at room temperature [67,68] and
of Ge (5.6524 Å) at 80 K [69]. Normally, the optimized lattice
constant by a specific functional is used for the lattice dy-
namics and electronics structures. However, apparently good
agreement with experiment sometimes comes from the can-
cellation, for instance, in the LDA case, of the underestimation
of the lattice constants and the vibrational frequencies to some
extent [75]. Here we chose to confirm the correction by the
intersite Hubbard V term in the extended Hubbard functional
compared to LDA, PBE, PBEsol, and HSE under the same
conditions. Using the finite-difference method, we calculated
the IFCs up to second order for the phonon band structures and
the third order for the Grüneisen parameters. In the extended
Hubbard functional, the Pulay forces arise inevitably from
the local atomic orbital basis, and we employed the recently
developed method of Timrov et al. [43] to handle the or-
thogonal atomic orbitals. In the extended Hubbard functional,
implementation of the self-consistent calculation of U and V
is naturally done with atom-centered orthogonal orbitals, but
the force calculation can be complicated (see Appendix B for
the analysis of the latent errors from inaccurate estimation of
the occupation number in the overlap regions of the Pulay
forces).

Figures 2(a)–2(c) show calculated phonon band struc-
tures at the experimental lattice constants. Calculated phonon
bands with the extended Hubbard functional are in very
good agreement with experiment compared to the bands

from other functionals. Overall, the local and semilocal func-
tionals underestimate the phonon frequencies, and nonlocal
HSE overestimates them. As such, the phonon bands of the
extended Hubbard functional are located between those of
LDA/PBEsol and HSE. A slight overestimation of phonon
frequencies by HSE is due to the enhancement of interatomic
interaction between neighboring atoms by the inclusion of
nonlocal exact exchange compared to PBEsol [75].

The phonon frequencies at high-symmetry points are
shown in Table V for a detailed comparison. We note that
our calculated phonon frequencies for diamond using the
extended Hubbard functional of 39.9, 36.3, and 37.9 THz
at the �, X , and L point, respectively, are comparable to
the harmonic phonon frequencies obtained with the vari-
ational quantum Monte Carlo method of 40.7, 36.5, and
38.0 THz [95].

We next calculated the mode Grüneisen parameters of C,
Si, and Ge from cubic IFCs to see how well the extended
Hubbard functional describes the response of the interatomic
forces in covalent bonding systems to volume changes. Cal-
culated mode Grüneisen parameters together with available
experimental data are plotted in Figs. 3(a)–3(c). All the
functionals here give negative Grüneisen parameters in the
transverse acoustic modes for Si and Ge, which explains
their negative thermal expansion [96,97]. We observe quite
a difference between the functionals in the transverse acous-
tic branches of Si and Ge. Apparently, the variation in the

TABLE IV. Calculated and measured (Expt.) band gaps (in eV). Ed
g is the direct band gap at the � point; Ei

g is the indirect band gap. For
Ge, the spin-orbit interaction is not considered in the calculation, and the minimum gap is direct at �.

PBEsol HSE U + V Expt.

Ei
g Ed

g E i
g Ed

g E i
g Ed

g E i
g Ed

g

C 4.04 5.56 5.36 7.00 5.47 7.22 5.48a 7.3b

Si 0.46 2.51 1.15 3.32 1.23 3.46 1.12c 3.40d

Ge 0.13 0.01 0.85 0.70 0.59 0.54 0.66e 0.80f

aReference [80].
bReference [81].
cReference [82].
dReference [83].
eReference [84].
fReference [85].
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FIG. 2. Calculated phonon band structures of (a) C, (b) Si, and (c) Ge. The phonon bands were obtained at the experimental lattice
constant with the exchange-correlation functional of LDA (red), PBEsol (black), HSE (orange), and the extended Hubbard functional (blue).
Open circles denote the experimental values for C [88–90], Si [91–93], and Ge [94].

Grüneisen parameters between the functionals reflects the
difference in the phonon dispersions of the low-frequency
transverse acoustic modes. Compared to experiment, the ex-
tended Hubbard functional reproduces very accurately the
small Grüneisen parameters of Si, which is related to its weak
anharmonicity. While all functionals give results in agreement
with the experimental values at the �, X , W , and L points in
the transverse acoustic modes, the extended Hubbard func-
tional produces results more accurate than those of the LDA
and PBEsol functionals. As the transverse acoustic modes
are characterized by the noncentral covalent bonding [96],
inclusion of the V term in Hubbard functionals captures such
features of the covalent bonding appropriately.

We also calculated the mode Grüneisen parameters directly
from the volume derivative of the phonon frequencies as a
consistency check (right column of Fig. 3). The Grüneisen
parameters obtained from cubic IFCs and the direct derivative
are similar overall, while the direct volume derivative seems
to provide better results than cubic IFCs, especially for Ge, as
it captures properly the long-range nature of force constants.
We observe wider variation between the two methods for Ge
in the extended Hubbard functional than in other mean-field
type functionals. This finding again reflects the fact that the

extended Hubbard functional describes correctly the relatively
delocalized covalent bonding of Ge compared to C and Si.
Our calculated Grüneisen parameters show that the extended
Hubbard functional gives weaker phonon anharmonicity than
LDA or PBEsol. It is known that LDA and GGA, the mean-
field approximation to the self-energy interactions, fail to
describe properly the localization and delocalization of elec-
trons [105]. These functionals depict the orbital occupation
as a continuous function of the bond length and likely to
overcount the orbital hybridization as the interatomic distance
is changed. The apparent stronger anharmonicity of LDA
and PBEsol than in the extended Hubbard functional in our
calculations is attributed to this shortcoming.

D. Lattice thermal conductivity and phonon lifetime

Finally, we investigated the thermal transport using the
extended Hubbard functional to compare it with other
functionals. Figure 4 shows the calculated lattice thermal
conductivity and phonon lifetime together with experimental
results. Because of weak umklapp scattering relative to the
normal scattering in C, the thermal conductivity obtained from
BTE within RTA is severely underestimated [55,59,60], and

TABLE V. Our calculated phonon frequencies at high-symmetry points obtained at the experimental lattice constants. Measurements are
from Refs. [88,91,92,94].

�LO/T O XTA XLA/LO XT O LTA LLA LLO LTO

C LDA 38.6 23.4 35.7 31.7 16.4 31.1 37.3 35.8
PBEsol 38.8 23.2 35.8 32.1 16.2 31.5 37.3 36.1

HSE 40.7 24.0 36.9 33.2 16.7 32.2 38.5 37.6
U + V 39.9 23.9 36.3 33.1 16.5 32.1 37.9 37.1
Expt.a 40.3 24.2 36.1 32.6 16.4 31.0 37.2 36.3

Si LDA 15.1 4.3 12.0 13.4 3.3 11.1 12.0 14.3
PBEsol 15.3 4.1 12.1 13.7 3.1 11.1 12.3 14.6

HSE 15.9 4.7 12.7 14.2 3.5 11.7 12.7 15.1
U + V 15.6 4.7 12.5 14.1 3.5 11.4 12.6 14.9
Expt.b 15.5 4.5 12.3 13.9 3.4 11.4 12.6 14.7

Ge LDA 8.54 2.28 6.91 7.80 1.75 6.44 6.87 8.23
PBEsol 8.70 2.10 6.99 7.98 1.66 6.40 7.11 8.39

HSE 9.06 2.79 7.21 8.02 2.15 6.84 7.09 8.58
U + V 8.99 2.53 7.22 8.17 1.94 6.67 7.39 8.61
Expt.c 9.11 2.40 7.22 8.27 1.89 6.66 7.34 8.69

aReference [88].
bReferences [91,92].
cReference [94].
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FIG. 3. The mode Grüneisen parameters γ obtained from cubic
IFCs (left column) and the volume derivative of the phonon fre-
quencies (right column) with LDA (red), PBEsol (black), and the
extended Hubbard functional (blue) for C, Si, and Ge, from top
to bottom. Green open circles denote the measured values of C
[98–100], Si [101,102], and Ge [101,103,104].

instead, we used the direct solution of the linearized phonon
BTE [65,66].

Our LDA and PBEsol calculations are almost identical
and produce similar or slightly smaller values for C at low
temperature but underestimate values for Si and Ge compared
to experiment [106–110]. It is known that the thermal conduc-
tivity of diamond is very sensitive to the isotopic composition
[55], and measured values should be smaller than theoretical
calculations. The reason for the difference is our choice of

 (
W

/m
K

)

(a)

 5000

 10000

 15000

 20000

 25000

 2  3  4  5  6

1000/T (K-1)

C

 1

 10

 100

 1000

 0  5  10  15  20  25  30  35  40  45

 (
p

s)

 (THz)

(d)

(b)

 0

 200

 400

 600

 800

 1000

 1200

 2  4  6  8  10

1000/T (K-1)

1000/T (K-1)

Si

 (
W

/m
K

)
 (

W
/m

K
)

 1

 10

 100

 1000

 0  5  10  15

(e)

 (
p

s)

 (THz)

 0

 50

 100

 150

 200

 250

 300

 350(c)

 2  4  6  8  10

Ge

 1

 10

 100

 1000

 0  2.5  5  7.5  10

(f)

 (THz)

 (
p

s)

FIG. 4. Calculated lattice thermal conductivity κ (left column) as
a function of temperature T and phonon lifetime τ (right column) as
a function of the frequency ω of diamond, Si, and Ge, from top to
bottom. PBEsol, black; LDA, red; the extended Hubbard functional,
blue. PBEsol and the LDA give almost identical results. Experimen-
tal values of lattice thermal conductivity (C [106,107], Si [108], and
Ge [109,110]) are plotted with open circles.

the experimental lattice constants for phonon calculations to
analyze the functional dependence on the same footing. The
phonon group velocity and thus the thermal conductivity are
very sensitive to the lattice constants. It was shown that the
increase in the lattice constant by 1% in Si results in a de-
crease of the lattice thermal conductivity by 4% [111]. The
apparent agreement of the LDA calculation with experiment
in previous studies [55,112,113] is likely attributed to error
cancellation of underestimated lattice constants. Also, while
calculated lattice thermal conductivity within RTA is close

TABLE VI. The Hubbard forces (in units of Ry/Bohr radius) for the displacement along the [111] direction. RK is the C-C displacement (in
units of the Bohr radius); FU + FV is the derivative of U and V . The Pulay forces are calculated with orthogonal (LOAO) and nonorthogonal
atomic (NAO) bases with elongated (+) and contractive (−) displacements. Total forces are also shown for comparison with the Hubbard
forces.

LOAO NAO

F N Ftot F N

RK FU + FV + − + − + −
0.025 −0.000010 −0.000076 0.000067 −0.019694 0.020664 −0.000284 0.000266
0.050 0.000014 −0.000167 0.000119 −0.038431 0.042291 −0.000590 0.000506
0.075 0.000153 −0.000271 0.000157 −0.056189 0.064879 −0.000913 0.000713
0.100 0.000253 −0.000387 0.000176 −0.072972 0.088428 −0.001250 0.000883
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TABLE VII. The same as Table VI, but for total and Hubbard forces for Si-Si displacement.

LOAO NAO

F N Ftot F N

RK FU + FV + − + − + −
0.025 0.000032 −0.000005 0.000003 −0.007029 0.007314 −0.000106 0.000098
0.050 0.000044 −0.000014 0.000002 −0.013778 0.014914 −0.000220 0.000186
0.075 0.000064 −0.000026 −0.000004 −0.020249 0.022804 −0.000343 0.000263
0.100 0.000101 −0.000042 −0.000014 −0.026447 0.030989 −0.000473 0.000327

to the full BTE solutions when the umklapp scattering is
dominant, it is still as much as 5% smaller than the full BTE
solutions for Si and Ge [114]. The detailed values of our calcu-
lations are off from the experimental results, but the tendency
of the thermal conductivity matches well with experiment.

Thermal conductivity calculated with the extended Hub-
bard functional is slightly larger than those of LDA and
PBEsol over all temperature ranges considered (left column
of Fig. 4). The thermal conductivity is determined basically
by the phonon group velocity and lifetime. Our calculation
shows that this behavior in the thermal conductivity mostly
comes from the difference in the phonon lifetime. In the
entire frequency range, we observe that the extended Hub-
bard functional produces a larger phonon lifetime than LDA
or PBEsol (right column of Fig. 4). Our mode Grüneisen
parameters calculated with the extended Hubbard functional
are smaller in magnitude than those of LDA or PBEsol, and
this result indicates the weaker phonon-phonon scattering and
thus longer lifetimes for phonons depicted in the extended
Hubbard functional. As discussed above, the weaker anhar-
monicity in the extended Hubbard functional than in LDA
or GGA is evidence that the localization and delocalization
of electrons are properly described by the extended Hubbard
functional. The phonon group velocity also contributes to the
thermal conductivity since the phonon bands calculated with
the extended Hubbard functional have steeper dispersion in
the acoustic branches than those of LDA or PBEsol.

V. CONCLUSION

We studied the lattice dynamics of group IV elements us-
ing a fully ab initio extended Hubbard functional. Calculated
electronic band structures showed that the intersite Hubbard
V term is essential for describing covalent-bonding orbital
hybridization. Equilibrium lattice parameters, the bulk mod-
ulus, and energy gaps calculated with the extended Hubbard

functional match experiment better than those calculated with
other functionals.

The dynamical properties of group IV elements were also
correctly described when the intersite V term in the extended
Hubbard functional was considered. Our phonon frequencies
calculated with the extended Hubbard functional show better
agreement with experiment than those calculated with local,
semilocal, or hybrid functionals. Mode Grüneisen parame-
ters calculated with the extended Hubbard functional show
a relatively large difference from those calculated with other
functionals, especially in the acoustic branches of Si and Ge,
where the values are negative. We expect that the extended
Hubbard functional provides an accurate description of the
thermal expansion of Si and Ge. We found that the phonon
group velocity and lifetime calculated with the extended Hub-
bard functional are larger than those calculated with other
functionals, and so is the lattice thermal conductivity. The
extended Hubbard functional produces weaker anharmonicity
than LDA or GGA, reflecting that it describes the localization
and delocalization of electrons more properly than the mean-
field-type functionals.

We note that the derivative of the U and V terms con-
tributes little to the total forces and is not included in our force
calculations. Rather, the Pulay forces from the derivatives
of the occupation number were found to be crucial. For full
consistency, the derivative of U and V with respect to atomic
displacements may be necessary, in particular, for systems
more correlated than conventional semiconductors.
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APPENDIX A: COMPARISON OF PULAY FORCES
AND THE DERIVATIVE OF U AND V

We calculated the Hubbard force contribution from sim-
plified FU and FV in Eqs. (12) and (13) for C, Si, and Ge.
Tables VI, VII, and VIII show calculated FU = |FU |, FV =
|FV |, and F N = |FN | using NAOs and LOAOs. The cutoff
radius for evaluating the intersite Hubbard term V is set to
include only the nearest-neighbor atoms in the ground config-
uration. FU and FV are calculated using the finite-difference
method with a small displacement of RK = |RK | along the
[111] direction. FU + FV are similar in magnitude with F N

calculated with LOAOs, and both are much smaller than the
total forces Ftot = |dEtot/dRK |.

Without explicit formulas for the derivatives of U and
V , it is hard to determine whether they can be neglected or
not. The Hubbard correction terms are expressed in terms
of the response function, which represents the change in the
occupation number with respect to the potential shift [46]. As
such, the force from the derivative of U and V may be non-
negligible when the charge transfer or rebalancing between
atomic orbitals becomes sensitive to atomic displacement. We
expect such cases if flat degenerate bands are present near the
Fermi level, as commonly observed in transition-metal oxides.
As a quick test, we calculated the force for GaAs, NaCl, NiO,
and FeO with a small atomic displacement of 0.1 bohr. We
found that the derivative of U and V is negligible compared
to the total force for GaAs and NaCl but relatively significant
for NiO and FeO. The change in U is about 0.0006 eV for
As (GaAs), whereas it is 0.0268 eV for Ni (NiO) for the same
atomic displacement. A more thorough analysis is yet to be
done.

APPENDIX B: ATOMIC ORBITAL BASIS IN THE
CALCULATION OF HUBBARD FORCES

We discuss the choice of atomic-site projectors for force
calculation of group IV semiconductors. The relaxed struc-
tures of Si with the NAO and LOAO have minor differences:
the full relaxed lattice constants from the former and latter
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FIG. 5. The phonon bands of Si obtained at the experimental lat-
tice constant using NAO (black), LOAO (blue), the derivative of only
the inverse square root of the overlap matrix (red), and the derivative
of only the atomic wave function (dark green). Open circles denote
the measurement [91–93].

projectors are 5.439 and 5.434, respectively. When the overes-
timation of the occupation number is not crucial, the structure
optimization with the NAO is expected to have marginal errors
[30]. However, the phonon dispersions may be affected by the
small change in forces.

Figure 5 shows the phonon dispersion of Si at the experi-
mental lattice constant. The Pulay forces using the NAO basis
overestimate the phonon dispersion in the acoustic modes
compared to measurement at ambient conditions. On the other
hand, the Pulay forces [F N in Eq. (9)] using the LOAO basis
give agreeable phonon dispersion for entire modes. Moreover,
the derivative of the inverse square root of the overlap matrix
has a significant effect on the Pulay forces, as previously
reported [43]. Without it, the overall phonon dispersion is
overestimated compared to experiment. Both the derivative of
the inverse square root of the overlap matrix and the derivative
of the atomic wave functions should be included in the Pulay
forces in the LOAO basis.

APPENDIX C: COMPARISON OF COMPUTATIONAL
TIMES FOR EACH FUNCTIONAL

The computational time was compared for a single self-
consistent loop for C, Si, and Ge, and we found that the
extended Hubbard functional costs about 3, 3, and 1.4 times
that of PBEsol, respectively, whereas HSE costs 142, 313, and
212 times that of PBEsol for the same calculation.
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