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Determination of local defect density in diamond by double electron-electron resonance
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Magnetic impurities in diamond influence the relaxation properties and thus limit the sensitivity of magnetic,
electric, strain, and temperature sensors based on nitrogen-vacancy color centers. Diamond samples may exhibit
significant spatial variations in the impurity concentrations hindering the quantitative analysis of relaxation
pathways. Here, we present a local measurement technique which can be used to determine the concentration of
various species of defects by utilizing double electron-electron resonance. This method will help to improve the
understanding of the physics underlying spin relaxation and guide the development of diamond samples, as well
as offering protocols for optimized sensing.
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I. INTRODUCTION

Negatively charged nitrogen-vacancy (NV−) color centers
in diamond are at the core of various modern sensors that
combine high sensitivity with spatial resolution down to the
atomic scale [1,2]. Because of NV−’s long ground-state spin-
coherence time and the ability to prepare and detect the spin
state optically at ambient conditions [3–8], NV−-based sen-
sors find use in a wide range of applications such as readout
and storage of information, nanoscale magnetic detection and
imaging [9–16], temperature [17], pressure [18], electric-field
[18,19] sensing, as well as quantum computing [20].

In order to improve the performance of NV− centers and
make their applications practical, it is important to understand
their fundamental properties such as the longitudinal and
transverse relaxation times T1 and T2 [21–25]. A key to under-
standing the relaxation processes is to know the local environ-
ment around NV− spins, which includes magnetic impurities
such as single substitutional nitrogen impurities (the so-called
P1 centers), 13C, charge-neutral NV centers (NV0), as well
as neighboring NV− centers. In previous works [26–29],
measurements of the spin-coherence evolution were used to
determine local concentrations of P1 spins. For example, a
recent study showed that 1/T2 exhibits a linear dependence
on the P1 concentration ([P1]) at [P1] � 0.5 ppm, indicating
that interactions with P1 bath spins are the dominant source
of the spin decoherence of NV− centers [28]. Another study
[30] suggests that longitudinal evolution rates can be used
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to analyze the defect density. However, these methods are
insufficient to distinguish the contribution of different defect
species when more than one of them may play a role. In con-
trast, a method based on double electron-electron resonance
(DEER) enables determining the concentrations of a selected
group of spins. A DEER-based spin concentration measure-
ment has been demonstrated in conjunction with high-field
electron spin resonance (HF-ESR) to determine a wide range
of the bulk [P1] in diamond and to study the dependence of T2

on [P1] [24]. More recently, a DEER-based spin concentration
measurement was used in combination with optically detected
magnetic resonance (ODMR) spectroscopy to characterize the
concentrations of NV− and P1 spins as part of the optimiza-
tion of NV-ensemble formation in diamond layers [31,32].

In this study, we use optical DEER measurements with en-
sembles of NV− centers to determine the local concentrations
of paramagnetic spins in single-crystal diamond samples. In
particular, this study focuses on the characterization of the
diamond crystals with a high spatial inhomogeneity of the
local concentration. As an extension, this method can be used
to determine the local concentrations of various impurity spins
in diamond as well as spin systems located outside the di-
amond without an additional reference sample. We describe
the method based on an experimental approach and theory
presented in Ref. [24], then discuss the results of our measure-
ments on several samples. These samples were used in earlier
studies relevant to sensing based on dense ensembles of NV−
centers.

II. EXPERIMENT

The experiments were performed on five single-crystal dia-
mond plates named S2, S5, D12, F32, and E6 (see Table I). All
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TABLE I. Properties and treatment of the HPHT diamond sam-
ples used in this work.

Sample Orientation E -beam energy, dose Annealing

S2 [111] 3 MeV, 1018 cm−2 1050 ◦C, 2 h
S5 [100] 3 MeV, 1018 cm−2 1050 ◦C, 2 h
D12 [100] 14 MeV, 1018 cm−2 700 ◦C, 3 h
F32 [100] 14 MeV, 1018 cm−2 700 ◦C, 3 h
E6 [100] 4.5 MeV, 5.9 × 1018 cm−2 800 ◦C, 16 h

samples are high-pressure, high-temperature (HPHT) synthe-
sized diamond crystals. The D12, F32, E6, and S5 samples are
[100]-cut, and the S2 sample is [111]-cut diamond crystals.
In order to increase the NV− concentration in the sample
crystals, electron-beam irradiation was performed. For exam-
ple, S2 and S5 samples were irradiated with 3-MeV electron
beams at a dose of 1018 cm−2. After the electron beam irra-
diation, the samples were thermally annealed at 1050 ◦C in a
forming gas (0.96 atm Ar and 0.04 atm H2) for 2 h. The D12
and F32 samples were irradiated with 14-MeV electrons at a
dose of 1018 cm−2 and annealed at 700 ◦C for 3 h. In addi-
tion to the inhomogeneity of the nitrogen concentration, the
irradiation is spatially nonuniform for S5 and F32. Details of
the sample preparation process were reported previously [33].
According to the previous characterization, the initial nitrogen
impurity concentrations were �100 ppm and �200 ppm for
S2 (Sumitomo) and S5 (Element Six), respectively. After the
NV− fabrication process the concentrations of NV− centers
([NV−]) were estimated to be 16 and 12 ppm for the S2 and
S5 samples [33].

In the present investigation, the optically detected magnetic
resonance (ODMR) experiments were performed at Berke-
ley, Nagoya, and Mainz. An essentially similar schematic of
the ODMR setup used in all three laboratories is shown in
Fig. 1. The apparatus is a conventional confocal ODMR setup
in which the NV− centers are illuminated with laser light
(532 nm) pulsed with an AOM. The laser light is focused on
the diamond sample with a microscope objective. The size of
the laser spot is ≈10 μm in diameter, within which region
there is an estimated number, 108 ∼ 1010, of NV centers. The
red and near-infrared photoluminescence (PL) of NV− centers
is collected through the same microscope objective and is
separated from the excitation laser light with a dichroic mirror
and a long-pass filter. Then the PL is focused on a 62-μm-

diameter optical fiber for spatial filtering and is detected with
an avalanche photodetector.

III. THEORY

Here we discuss a model to analyze DEER signals and
determine the concentration of target spins. The DEER signal
originates from a change of the NV− coherent state due to
a shift of the magnetic dipole field from target spins with
the application of the DEER pulse, therefore, the intensity
of the DEER signal is related to the strength of the dipole
field felt by the NV− centers (which is a function of the spin
concentration) as well as the flip rate of the target spins (i.e.,
a change in the spin projection of the target spins) during the
DEER measurement.

We first estimate the probability of spin-flip events in
the experiment. The spin-spin dipolar interaction is a major
source of spin-echo (SE) decay in solids. Because the SE de-
cay is affected differently by spins depending on whether they
are excited by microwaves or not, spins under study are often
divided into two groups: the excited spins (A spins) and the
unexcited spins (B spins). Here we consider spectral diffusion,
which is a common process for SE decay for dilute spins in
solids, including P1 and NV− spins in type-Ib diamond crys-
tals [24,25]. In the spectral diffusion process, fluctuations of
B spins (such as random spin flip-flops) diffuse the resonance
frequency of A spins via the dipolar interactions. According
to a previously used model [34], the SE decay due to spectral
diffusion is described by

SE(2τ,Wmax) = exp

(
−n

∫ ∞

0
f (W,Wmax)

×
∫

V

[
1 − v0(2τ, r, θ,W )

]
dV dW

)
, (1)

where W is the flip rate of the bath spins, n is the spin concen-
tration of B spins, f (W,Wmax) is the distribution function of
the spin-flip rate with the peak at W = Wmax [34],

f (W,Wmax) =
√

3Wmax

2πW 3
exp

(
−3Wmax

2W

)
, (2)

and v0(2τ, r, θ,W ) represents the SE signal of a single A spin
dipolar coupled to a B spin with the relative radius vector
�r(r, θ ), given by

v0(2τ, r, θ,W ) =
[(

cosh(R(r, θ,W )τ ) + W

R(r, θ,W )
sinh(R(r, θ,W )τ )

)2

+ A(r, θ )2

4R(r, θ,W )2
sinh2(R(r, θ,W )τ )

]
exp (−2W τ ).

(3)

A(r, θ ) = μ0μ
2
BgAgB(1 − 3 cos2 θ )/(4π h̄r3) represents the

frequency shift due to the dipolar interaction between A and B
spins and R(r, θ,W )2 = W 2 − 1

4 A(r, θ )2, where μ0 is the vac-
uum permeability, μB is the Bohr magneton, h̄ is the reduced
Planck constant, gA ∼ gB ∼ 2 are g factors of the excited
and bath spins, respectively. The integration over the sample

volume V in Eq. (1) takes into account all possible dis-
tances (r) and angles (θ ). Therefore, the SE decay due to
spin diffusion depends on the spin concentration (n) and the
spin-flip rate (W ), i.e., both stronger dipole interaction and
higher spin flip-flop rate shorten the SE decay time. Finally,
using Eq. (2), the average spin-flip rate (〈W 〉) is given by
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FIG. 1. Overview of the ODMR setup at Berkeley. Two mi-
crowave signal generators (MW1 and MW2) are connected to
electronic microwave switches and amplifiers. The switches are con-
trolled with transistor-transistor logic (TTL) signals generated with
a pulse-generator board mounted in a personal computer (PC). The
microwave wires are attached to the diamond and terminated with 50-
� resistors. The excitation light pulse is generated with a laser beam
passing through an acousto-optic modulator (AOM). A laser filter
is used to reject an unwanted range of wavelengths from the laser.
The excitation laser beam is focused with a microscope objective,
which is also used to collect the photoluminescent (PL) light from
NV− centers. The PL signals are filtered with a dichroic mirror and
long-pass (LP) filter and detected with an avalanche photodetector.
An optical fiber is employed for confocal PL imaging.

∼7.1Wmax as shown previously [24]. Thus, the probability of
spin-flip events in a time evolution of 2τ (2τ 〈W 〉) is given
by ∼14.2τWmax. The DEER model described below is con-
sidered based on the assumption that the spin-flip events are
negligible. The condition is validated by analyzing experi-
mentally determined Wmax and the spin-concentration results
(see Sec. V).

We next describe the DEER spectrum when the spin-flip
process is negligible. The DEER intensity and linewidth are
used to determine the spin concentration (n) of B spins from
the experimental DEER signals. Figure 2 shows a pulse se-
quence of the DEER experiment consisting of the spin-echo
sequence of MW1 for NV centers and a DEER pulse of MW2
for excitation of target spins. The DEER pulse to flip the target
spins induces a shift of the magnetic dipole field at the NV
causing phase shifts of the NV’s coherent state. For tp 	 2τ1,
the accumulated phase shift during 2τ is expressed by

δϕ = gAμB

h̄

∑
j

[b j (T − tp/2)

+ bMW
j (tp){(τ − T − tp/2) − τ }], (4)

where gA is the g factor of the NV center, μB is the
Bohr magneton, h̄ is the reduced Planck constant, bj ≡
μ0μBgB(3 cos2 θ j − 1)σ j/(4π h̄r3

j ) is a magnetic field pro-
duced by the jth B spin at the NV spin before the DEER
pulse is applied. μ0 is the vacuum permeability. σ j repre-
sents a relative change of the spin magnetic moment (〈Sz〉)
due to the spin flip between |1〉 ↔ |2〉 transition of the
jth B spin, i.e., σ j = ±|σ | where |σ | = |〈Sz〉1 − 〈Sz〉2|/2.
For example, |σ | = 1

2 for a simple S = 1
2 spin. �r j is the

radius vector of the dipole interaction between the jth B
spin and the A spin. bMW

j = b j[δ2
j + �2[cos2(�B, jtp/2) −

FIG. 2. Overview of DEER model. (a) A pulse sequence of
DEER experiment. In DEER measurements of NV ODMR, a third
MW1 pulse (π/2 pulse) is applied to map the echo intensity to the
population of the NV’s mS = 0 state. The third pulse is not shown
in this sequence. (b) A schematic to illustrate the change of the
magnetic dipole coupling between a NV and jth target spins caused
by a DEER pulse with a length of tp.

sin2(�B, jtp/2)]]/�2
B, j is the dipole magnetic field after the

application of the DEER pulse. �B, j =
√

δ2
j + �2 where δ j =

ωB − ω j and ω j is the Larmor frequency of the jth B spin.
With δϕ, as shown previously [24], the intensity of the nor-
malized DEER signal [I = 〈cos(δϕ)〉] can be calculated as

I (n,
ω,ωB) = exp

(
−4πμ0μ

2
BgAgBT |σ |

9
√

3h̄
PB(
ω,ωB)n

)
,

(5)

where T (∼ τ1) is the delay between probe π/2 and DEER
pulse and ωB is the frequency of the DEER pulse. n is the spin
concentration in units of the number of spins per cubic meter.
PB(
ω,ωB) represents the effective population transfer of B
spins with the DEER pulse [24], namely,

PB(
ω,ωB) =
∫ +∞

−∞

�2

(ξ − ωB)2 + �2

× sin2
(√

(ξ − ωB)2 + �2
tp

2

)
× L(ξ, ω0,
ω)dξ, (6)

where ω0 is the Larmor frequency and � is the resonant Rabi
frequency of B spins and L(ξ, ω0,
ω) represents the ESR
spectrum of B spins with the resonance frequency ω0 and
linewidth of 
ω. In the present analysis, we considered the
Lorentzian function of L(ξ, ω0,
ω) for P1 ESR spectra and
homogeneous �, where � was determined from a measure-
ment of the Rabi frequency of P1 centers. Then, the spin
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concentration of the P1 centers was obtained by fitting Eq. (5)
to the DEER signal where n and 
ω were fitting parameters.

IV. METHODS

The DEER experiment requires applications of two dis-
tinct microwave pulses where one is to manipulate the NV−
probe spins, and the other is to excite target spins whose
concentration is being determined. This is accomplished with
a microwave circuit with two independent microwave trans-
mission lines. As shown in Fig. 1, the microwave circuit
consists of two sets of microwave sources (SG38×, Stan-
ford Research Systems, indicated as MW1 and 2 in Fig. 1),
switches, microwave amplifiers, and microwave transmission
lines placed on the diamond sample. The transmission-line
wires with a ∼200-μm diameter are positioned in parallel
with a gap of ∼200 μm. The excitation laser beam is fo-
cused in the middle of the gap between the transmission-line
wires.

The ground state of the NV− center is a spin-triplet (S = 1)
manifold [see inset in Fig. 3(a)], where, in the absence of elec-
tric and magnetic fields or strain, the |mS = 0〉 sublevel lies
2.87 GHz below the degenerate |mS = ±1〉 sublevels. Green
laser light (λ = 532 nm) with sufficient intensity pumps the
majority of the NV− centers to |mS = 0〉, which is a “bright
state” because the center cycles between the ground 3A2

and the excited 3E electronic states under green-light illu-
mination, emitting many PL photons in the process. The
ground-manifold states can be manipulated by the application
of microwave fields. When the population is transferred to the
|mS = ±1〉 sublevels, the PL intensity decreases on account
of these states being “dark”: once excited to the 3E state, the
|mS = ±1〉 centers have significant probability of undergoing
an intersystem crossing to the singlet states, where they do not
participate in the excitation/PL cycle, effectively “hiding” in
the metastable 1E state before eventually relaxing back to the
3A2 state. These properties enable optical detection of electron
spin resonance (i.e., ODMR) in the ground manifold used
here.

Figure 3 shows measurement results of an ODMR ex-
periment performed at a spot on the surface of the S5
sample (indicated as S5-1). In this experiment, we align an
external static magnetic field �B to be along the [111] di-
rection of the diamond lifting the degeneracy between the
|mS = ±1〉 sublevels due to the Zeeman effect. In this case,
four distinct peaks in the ODMR spectrum are observed as
shown in Fig. 3(a). This spectrum was taken by continu-
ously illuminating the sample and scanning the microwaves
[continuous-wave (cw) ODMR]. The two inner peaks corre-
spond to the NV− centers oriented along the three diagonals
of the cubic cell of the crystal that are at an angle to the mag-
netic field, while the outer peaks arise from the |mS = 0〉 ↔
|mS = −1〉 and |mS = 0〉 ↔ |mS = +1〉 transitions for the
NV− centers oriented along the fourth diagonal which is
collinear with the applied magnetic field. From those four
peak positions, the magnetic field strength was determined to
be 22.7 mT, and its misalignment from the [111] axis was es-
timated to be within ±1◦. We use the |mS = 0〉 ↔ |mS = +1〉
transition of the NV− spins in the pulsed ODMR experiment
described below.

FIG. 3. ODMR experiment on a spot of the S5 sample (denoted
as S5-1). (a) cw ODMR spectrum of S5-1 taken at B = 22.7 mT. The
field was aligned along the [111] axis within ±1◦. The |mS = +0〉 ↔
|mS = +1〉 transition used for the DEER experiment is indicated
in this spectrum. The inset shows the energy levels and transitions
of the NV− centers in diamond. (b) Ramsey signal of the NV−

centers at S5-1. Each point was obtained with an average of ∼2000
measurements. (c) Spin-echo decay signal of the NV− centers at
S5-1. The inset indicates the pulse sequence where the lengths of
the π/2 and π pulses are 90 and 180 ns, respectively.
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The basic pulsed ODMR sequences are those of a free-
induction decay (FID) and spin-echo (SE) experiment [35]
as depicted in the inset of Figs. 3(b) and 3(c). After initial-
ization with a light pulse, a π/2 microwave pulse (where the
terminology stems from an analogy between a general spin- 1

2
two-level system) produces a coherent superposition of the
|mS = 0〉 and |mS = +1〉 states. The excitation is followed
by free evolution for a length of τ during which different
NVs dephase from each other with a rate of 1/T ∗

2 due to the
differences in their local magnetic environment. For the FID
experiment, to probe the state of the spins after the evolution,
a second π/2 pulse is applied followed by a second light
pulse and detection of the PL intensity [the inset of Fig. 3(b)].
For the SE experiment, after a time interval of τ , a π pulse
is applied, in turn followed by free evolution for another
time interval τ . The spin state is then measured via the PL
intensity after the application of a second π/2 pulse. The echo
scheme removes the effect of (quasi)static differences in the
magnetic environments and allows to probe “homogeneous”
T2 relaxation in the presence of much faster “inhomogeneous”
relaxation characterized by T ∗

2 . The FID and SE signals for
S5-1 are shown in the main part of Figs. 3(b) and 3(c). The de-
coherence time (T2) is estimated to be T2 = 1.22 μs by fitting
the curve with a single exponential function [see Fig. 3(c)].

Next, we perform ESR spectroscopy of P1 centers using
a DEER sequence. As shown in the inset of Fig. 4(a), the
DEER measurement involves a SE measurement of NV−
centers with a fixed evolution time of τ1 (MW1) but with
an additional DEER pulse (MW2) applied to drive the spins
of the magnetic impurity of interest, i.e., P1 spins in the
present case. Flipping the impurity spins perturbs the NV−
centers via dipole-dipole interaction, resulting in additional
relaxation for NV− centers. In the experiment, changes in the
spin-relaxation rate are detected by measuring changes of the
PL intensity representing the SE signal intensity of the NV−
centers. In particular, we record the data of the PL change as
a function of the MW2 frequency. Since the flipping of the
target spins happens only when the MW2 frequency matches
their ESR condition, the DEER spectrum represents the ESR
spectrum of the target spins. Similar to conventional ESR
spectroscopy, the intensity and width of the DEER spectrum
are related to the concentration of the target spins. There-
fore, we can determine the P1 concentration by analyzing the
DEER spectrum (see Sec. III). Figure 4(a) shows the result
of DEER experiment. The obtained DEER spectrum contains
seven pronounced signals. As shown in Fig. 4(a), we found
that five peaks among the signals agree with simulated ESR
spectrum using the spin Hamiltonian of P1 centers [25,36,37],
and the other two extra peaks are possibly other types of para-
magnetic spins. Thus, the result shows the NV centers couple
to P1 centers and the other paramagnetic spins. The spin con-
centration analysis requires a quantitative analysis of the ESR
spectrum. However, because of the frequency dependence of
the microwave circuits, the pulse length of the π pulse for
each peak may be different. The measurements of the five
P1 signals (SIG) were therefore performed separately using a
correct length of the π pulse for each peak. It is worth to notice
that, in conventional nuclear magnetic resonance (NMR) or
ESR spectroscopy, generally, the SE signal is recorded as a
time-domain signal where the SE intensity can be determined

FIG. 4. Overview of the DEER experiment. (a) DEER measure-
ment of the S5-1 spot. The pulse sequence for MW1 and MW2 is
shown in the inset. The measurement was performed at B = 22.7 mT.
The red solid line shows the simulated ESR spectrum of P1 spins.
The two other extra paramagnetic spins are indicated by “NV” and
“Ex.” (b) Pulse sequence for the DEER measurement. For the DEER
measurement, in addition to the SE sequence for the NV− centers,
a DEER pulse (π pulse for P1 centers) is applied. The three-part
sequence separated by a time duration of ∼10 ms (∼T1 of P1 centers)
acquires two references [see Fig. 3(c)] and the DEER signal. Data
from each of the three parts are averaged independently. (c) PL
intensities of S5-1 measured using the SIG, REF0, and REF1 pulse
sequences. In the measurement, τ0 and τ1 were 4 μs and 700 ns,
respectively. (d) The normalized PL intensity of the S5-1 spot. The
red solid line represents the fit result using Eq. (5). The simulated
center peak based on the result of the four-peak fit is indicated by the
red dashed line.

by taking the maximum value or the integral of the SE signal.
Thus, the “zero” intensity can be defined when no signal is
observed. However, in the ODMR measurement, a change
of the SE intensity is measured as a relative change of the
PL signal where the PL signal is nonzero even though the
SE intensity is zero. This makes it challenging to evaluate
the absolute change from the “zero” intensity in an ODMR
measurement. In this experiment we determine the zero inten-
sity of the SE signal (REF0) by measuring the PL intensity
with an evolution time (τ0) much longer than T2. In addition,
we also record the SE intensity with the same evolution time
as the DEER measurement (τ1), but without the DEER pulse
(REF1). Figure 4(b) shows a pulse sequence, consisting of the
SIG, REF0, and REF1 sections to determine these signals in
the same sequence, and each section is separated by a wait
time of ∼T1 to avoid the saturation of the P1 ESR transition.
Figure 4(c) shows the results of a DEER experiment using
the pulse sequence shown in Fig. 4(b), consisting of the signal
(SIG) and references (REF0 and REF1) for five P1 ESR peaks.
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Using those SIG, REF0, and REF1, the normalized DEER
signal (IDEER) is then obtained with

IDEER = SIG − REF0

REF1 − REF0
. (7)

The DEER signal normalized using Eq. (7) is shown in
Fig. 4(d). We use this signal to determine the P1 spin con-
centration.

V. RESULTS AND ANALYSIS

Here we discuss applications of DEER to study local para-
magnetic spin contents in diamond. Local spin concentrations
of paramagnetic centers were measured at multiple locations
of the diamond samples.

A. Determination of [P1]

As shown in Fig. 4(d), the DEER data obtained from S5-1
show five pronounced peaks, i.e., signals at 527.1, 557.8,
649.7, 729.0, and 754.4 MHz, corresponding to ESR signals
of P1 centers in diamond (S = 1

2 and I = 1). The concentra-
tion of P1 spins was extracted by fitting the DEER data with
Eq. (5). The spin concentration (n) depends on the DEER
intensity (IDEER), the linewidth (δω), and the delay between
probe π/2 and DEER pulse in the measurements (T ∼ τ1

in the present case). For S5-1, the fits were performed with
four DEER peaks at 527.1, 557.8, 729.0, and 754.4 MHz and
excluding the central peak at 649.7 MHz. This is because
649.7 MHz in this experiment corresponds to the Larmor
frequency for g ∼ 2 spins, where there are often multiple
signals, which may contribute as a systematic error in the
analysis. From the concentration analysis, we found the P1
spin concentrations to be 37.5(7) ppm for location 1 in the
sample S5 (S5-1). To estimate an average flip rate of P1
centers, we also analyzed the SE result of S5-1 in Fig. 3(c)
to extract the most probable spin-flip rate (Wmax). From the
comparison between the SE data and the model [Eq. (1)], we
determined Wmax = 11 × 103 s−1 for [P1] = 37 ppm experi-
mentally. In the present case, with 2τ = 1.4 μs, we obtained
the probability of spin-flip events (2τ 〈W 〉 ∼ 14.2τWmax) to be
0.11. With the obtained small flip probability on the timescale
of the DEER experiment, we consider the P1 spins to be static
to model the DEER signal. This was the case for all DEER
measurements.

B. Determination of [Ex]

In addition to ESR signals from P1 centers, two extra peaks
were observed as shown in Fig. 4(a). One was observed at an
ESR frequency for a g ∼ 2 spin (≈0.64 GHz) while the other
was observed at ≈0.43 GHz. We labeled the g ∼ 2 peak as
“Ex” [see Fig. 4(a)]. As shown in Fig. 5, we obtained [Ex] to
be 4.1(2) ppm from the best fit using Eq. (5). In the analysis
we assumed that the signal is originated from an S = 1

2 and
g = 2 spin. Since Ex peak partially overlaped with the center
peak of P1 centers, the Ex peak was extracted by subtracting
the P1 spectrum as seen in Fig. 5.

FIG. 5. Determination of [Ex]. The blue dots are experimental
data and the pink solid line is the result of the analysis for Ex, red
dashed line is the simulated spectrum of center peak of P1 centers,
red solid line is the summation of fit of Ex and simulated spectrum
of P1 centers. In the experiment, the length of the DEER pulse was
set to be �tp = π .

C. Determination of [NV−]

Furthermore, we identified the peak at 0.43 GHz to be a
NV transition based on the spectral analysis and demonstrated
the determination of [NV−]. Here we describe the method
to determine [NV−] using the NV−-detected ESR spectrum
depicted in Fig. 4(a). First, we explain the origin of the ESR
signal using the NV spin Hamiltonian at a given magnetic field
and then discuss the effect of the spin polarization due to the
optical excitation of the NV center, with which we find that
the polarization of the observed ESR transition is negligible.
Finally, we show the result of the [NV−] analysis. The spin
Hamiltonian of the NV− center is given by

H = DS2
z + gμB

h
B0 · S, (8)

where S = (Sx, Sy, Sz ) are spin operators for NV centers, g is
the g factor (g = 2.0028), h is the Planck constant, μB is the
Bohr magneton, B0 is the external magnetic field vector, and
D = 2.87 GHz is the zero-field splitting constant of the NV
ground state. Figure 6(a) shows the calculated energy levels
of the NV− center as a function of the magnetic field strength.
The calculation was done using Eq. (8). In the calculation,
the angle between the magnetic field and the NV axis was
set to be 109.5◦, corresponding to the angle between [111]
and [1̄11] (also [11̄1] and [111̄]) orientations. As shown in
Fig. 6(a), the NV− center has three energy levels, labeled
|1〉, |2〉, and |3〉. The energy gap between the |2〉 and |3〉
states at a magnetic field of 22.7 mT is also indicated (
E =
0.432 GHz). It is worth noting that the transition probability
between |2〉 and |3〉 under microwave excitation (k12) becomes
finite when B0 �= 0 because both |2〉 and |3〉 states consist of
superpositions of |mS = 1〉, |mS = −1〉, and |mS = 0〉. Using
this condition, we calculated the DEER spectrum of the NV−
centers. The simulated DEER spectrum of the NV− center is
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FIG. 6. (a) Energy levels of the NV− centers as a function of B0. The blue, red, and green solid lines represent the energy levels when the
magnetic field orientation is 109.5◦ away from the NV− axis (θ = 109.5), corresponding to the [1̄11], [11̄1], and [111̄] orientations. The black
dashed lines represent the energy levels with the magnetic field along the NV− axis. (b) The simulated DEER signals. The simulation assumed
that π pulses were applied for the DEER measurement, namely, �tp = π . Energy diagrams and transition rates at B0 = 0 (c) and B0 �= 0 (d). In
this study, we assume that the intermediate state is unchanged under an application of magnetic field. (e) Calculation of the populations of the
states and a sequence of the excitation laser. In the present case, the length of the excitation laser is 20 μs and B0 = 22.7 mT. The polar angle
(θ ) is 109.47◦. The result is independent of the azimuthal angle. β = 0.03, k0

r = 63.7 μs−1, k0
47 = 9.6 μs−1, k0

57 = 53.0 μs−1, k0
71 = 0.9 μs−1,

and k0
72 = 0.5 μs−1 [38]. The dashed lines are the populations at B0 = 0 (n0

1, n0
2, and n0

3). (f) Analysis of [NV−]. The blue dots are experimental
data and the red solid line is the result of the analysis. In the experiment, the length of the DEER pulse was set to be �tp = π .

shown in Fig. 6(b). The calculation was done using Eq. (5). As
discussed, the intensity of the DEER signal depends on |σ |.
In the present case, |σ | = |〈2|Sz|2〉 − 〈3|Sz|3〉| = 0.94 is ap-
proximately twice that for a regular ESR transition (|σ | = 1

2 ).
Therefore, the |2〉 ↔ |3〉 transition is more pronounced than
the other peaks.

Next, we calculate the population of all states. A linear
combination of the zero-field eigenstates is expressed by

|i〉 =
7∑

j=1

αi j | j0〉, (9)

where |ai j |2 represents the population of | j〉 state in |i〉 state.
ai j is numerically calculated with the spin Hamiltonian. The
calculation of the ground-state Hamiltonian in Eq. (8) deter-
mines ai j for i, j = 1, 2, and 3. Similarly, the calculation
of the excited-states Hamiltonian [Eq. (8) with D −→ De =
1.42 GHz] determines ai j for i, j = 4, 5, and 6. a77 = 1 in the
present case. The rest of ai j are zero. Transition probability
for the |i〉 ↔ | j〉 transition is calculated by the square of its
electric dipole transition moment, i.e., |〈i|μ| j〉|2, where μ is
the electric dipole moment operator. Since all transitions are
assisted by phonon couplings [39], the transitions are consid-
ered to be incoherent transitions [40]. Therefore, we model
the transition rates of those transitions (ki j) to be a sum of the
zero-field transition rates (k0

pq = |〈q0|μ|p0〉|2 where |p0〉 are

the zero-field states) weighted by the populations |aip|2 and
|a jq|2, namely,

ki j = |〈 j|μ|i〉|2 =
7∑

p=1

7∑
q=1

|aipa∗
jq|2|〈q0|μ|p0〉|2

=
7∑

p=1

7∑
q=1

|aip|2|a jq|2k0
pq. (10)

Finally, the population of the NV state (ni) is calculated using
a system of the rate equations

dni

dt
=

7∑
j=1

(k jin j − ki jni ), (11)

where �ini = 1.
Figure 6(e) shows transient populations of NV states dur-

ing the DEER experiment. The populations were numerically
calculated using Eqs. (8)–(11). As shown in Fig. 6(e), in the
DEER experiment the laser excitation with a length of 20 μs
was used and the wait time with a length of ∼2.5 μs was
applied after the laser excitation to initialize the NV spin state
before microwave excitations for the experiment. As shown
in Fig. 6(e), the populations of the ground states reached an
equilibrium under the 20-μs laser excitation, and then the
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FIG. 7. The local P1 spin concentrations of the S5 sample. The determined spin concentrations and their locations are overlayed on an
optical microscope image of the S5 sample. The concentrations are obtained from the DEER analysis. The measurements from S5-5 to S5-10
were performed at B = 24.7 mT. The magnetic fields for the measurements of S5-11, -12, and -13 were 24.9, 24.9, and 31.7 mT, respectively.
The DEER data and the analysis results at selected locations are shown in the right and left sides of the figure. The white region is transparent
and free from [NV−]. The purple region including the spot S5-15 gives bright fluorescence.

populations were built up in the ground states. As can be seen
in the figure, we found that the populations of n2 and n3 were
26% and n1 was 48% after the wait time. This corresponds
to the spin polarization [(n1 − n2)/(n1 + n2)] of 30% for the
|1〉 ↔ |2〉 transition. Compared with the case at B = 0 (n02

and n03 = 15% and n01 = 70%, the spin polarization of 65%),
the spin polarization at B0 �= 0 is much smaller than that at
B0 = 0. Furthermore, since n2 and n3 are same, the result ver-
ified the unpolarized condition of the |2〉 and |3〉 transitions,
which is used in the concentration analysis with the present
DEER model, and estimated that 52% of the off-axis NV
centers are involved in the DEER signal.

Finally, we discuss the analysis of [NV−]. Figure 6(f)
shows the normalized DEER signal. As described above, the
obtained DEER signal is originated from 52% of the off-axis
NV centers consisting of the [1̄11], [11̄1], and [111̄] orien-
tations. By taking into account those and using Eq. (5), we
obtained [NV−] to be 17 ppm. We decided not to provide the
uncertainty of [NV−] because of the model dependence in the
determination.

D. Study of local spin contents at various locations

We studied various locations on the S5 sample. The mea-
surement locations were chosen for the study to cover the
surface uniformly. In the measurements, the magnetic fields
were carefully aligned along the NV axis to avoid compli-
cation in the concentration analysis due to a magnetic field
misalignment. Through the measurements, we found that the
spin concentrations are similar in some locations (for ex-
ample, around the S5-1 spot) and inhomogeneous in other
locations. Figure 7 shows the results from the location with
a highly inhomogeneous spin concentration. The results were

obtained at locations over several hundred micrometers along
the microwave wires. As can be seen in Fig. 5, the spin con-
centration (n) depends on DEER intensity (IDEER), the DEER
linewidth (δω), and the delay between probe π/2 and DEER
pulse in the measurements (T = τ1 in the present case). For
example, when intensities of two DEER spectra taken with
different T values are similar, a higher spin concentration is
obtained from the spectrum with a short T value. As shown in
Fig. 7, we observed that the spin concentrations of P1 centers
on the S5 sample surface range from 96 to 322 ppm.

Finally, we summarize all analysis results from the S2, S5,
D12, F32, and E6 samples. Figure 8(a) shows 1/T2 values
of the NV− centers as a function of [P1]. The T2 values
were determined by fitting the SE decay envelope with the
stretched exponential function A exp[−(t/T2)n]. As can be
seen in Fig. 8(a), the P1 concentrations widely vary among
the samples. The average P1 concentrations are 25, 120, 64,
52, and 13 ppm for the S2, S5, D12, F32, and E6 samples,
respectively. In addition, a measurable inhomogeneity in the
P1 concentration was observed for all samples. For example,
the P1 concentration in the S5 sample ranges between 13
and 322 ppm, which is a variation by more than an order of
magnitude. Furthermore, a linear relation between 1/T2 values
and [P1] was reported by the previous studies of T2 in diamond
[24–26,28,41] which investigated a wide range of P1 concen-
trations (from tens of ppb to hundreds of ppm). As shown in
Fig. 8(a), it seems there are also some correlations between
1/T2 values and P1 concentrations in this study. However, a
linear dependence is much less clear than in previous studies.
A linear function of 1/T2 (μs−1) = 1

160 (μs−1 ppm−1) × [P1]
(ppm) found in Ref. [28] is shown as a red dotted line in
Fig. 8(a). Most of the obtained 1/T2 values are located above
the dotted line. A possible reason for the observation is a
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FIG. 8. Summary of the extracted relaxation rates and P1, NV−, and Ex spin concentrations. (a) 1/T2 as a function of the P1 concentration
for all measured samples. The red dotted line represents 1/T2 (μs−1) = 1

160 (μs−1 ppm−1) × [P1] (ppm) found in Ref. [28]. The blue dotted
line represents 1/T2 (μs−1) = 1

100 (μs−1 ppm−1) × [P1] (ppm). The SE decay envelope was fitted to the stretched exponential function (∝
exp[−(t/T2)n]) to obtain T2. (b) The exponents (n) as a function of [P1]. (c) NV and Ex spin concentrations as a function of P1 concentration.
The inset shows the NV and Ex spin concentrations in a magnified scale. Error bars represent a 95% confidence interval.

significant contribution of the T2 relaxation process from other
paramagnetic impurities, including neighboring NV− centers.
Figure 8(b) shows the obtained exponents as a function of
[P1]. As shown in the figure, the exponents, ranging between
≈2.5 and 1, are closer to 1 at spots with high [P1]. The con-
centrations of NV centers and the defects responsible for the
extra peaks are shown in Fig. 8(c). As can be seen in the figure,
the NV concentrations are larger than those of the g = 2 spins
and the correlation between the NV and P1 concentrations is
unclear. For the S5 sample with strong nonuniformity of the
irradiation dose, a direct correlation between these concentra-
tions is not expected.

VI. SUMMARY AND OUTLOOK

In conclusion, we presented a local measurement technique
used to determine the concentration of defects in diamond
crystals utilizing double electron-electron resonance. We per-
formed measurements on several different spots on different
samples and determined locally the concentration of P1 cen-
ters in the crystals. As we demonstrated to obtain [NV−] and
[Ex], this technique is applicable to various impurities’ spins
in diamond as well as external spins located near the diamond
surface. In the followup research, we plan to make systematic

measurements at low temperature to study the dependence of
T1 on local impurity concentration in order to understand the
mechanisms of the relaxation and explain the observations in
Refs. [21,22]. Also, we envision applications of this technique
in material characterization, controlled growth, and sensor
optimization.
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