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Electric-field-driven excitonic instability in an organometallic manganese-cyclopentadienyl wire
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Excitonic insulator is a macroscopic quantum system whose ground state consists of spontaneously formed
and condensed excitons. While various excitonic insulators have been explored, they are almost exclusively
characterized by the condensation of dark (optically inactive) excitons. Our first-principles GW -BSE calculations
show that a transverse electric field will drive an organometallic manganese-cyclopentadienyl wire into a unique
“bright” excitonic insulator phase, as the combined consequence of giant Stark effect and electric-field-induced
symmetry breaking. Such bright excitonic insulators can be directly identified by experiment due to their
coherent radiation. Our results are not only of scientific interest in electric-field control of exciton condensation,
but may also open an opportunity to create a coherent light source based on the excitonic insulator.
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I. INTRODUCTION

Discovering novel quantum states of matter and exerting
control over their properties through appropriately applied
external fields are now a central part of condensed-matter
physics [1–7]. Excitonic insulator is a macroscopic quantum
system in analog to the superconductor and may host an
intriguing collective phenomenon such as super transport [8].
This type of insulator exists when the exciton binding energy
Eb exceeds the one-electron gap Eg [9,10]. Then excitons
spontaneously form as a result of their negative formation
energy (E f = Eg − Eb), and condense into a reconstructed
many-body ground state. Despite over half a century of studies
after its inception, the excitonic insulator is still incompletely
understood because of the limited number of suitable materi-
als and the lack of powerful methods to identify [11–18].

Owing to the absence of Jahn-Teller distortion, direct-gap
materials have attracted increasing attention for the excitonic
insulator [17–20]. But it introduces a new challenge of ex-
perimentally distinguishing between the many-body gap of
excitonic insulator and the one-electron gap of band insulator.
Exciton can induce luminescence, and particularly, the exci-
tonic insulator would produce emission of coherent radiation
from the electron-hole combination due to its macroscopic
quantum state essence [21–23]. This inherent difference offers
a direct test to distinguish the two by experiment. However,
unfortunately, realization of Eb > Eg therein requires a van-
ished interband matrix element of the momentum operator
between band edge states [10,19], i.e., transitions are for-
bidden. As a result, hitherto studied excitonic insulators are
nearly exclusively resulted from the condensation of dark ex-
citons with no optical activity [19,20,24–27]. For such “dark”
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excitonic insulators, the electron-hole pairs combine nonra-
diatively, which makes the identification of excitonic insulator
by optical means ineffective. In this sense, it is of greatly
scientific interest and technological importance to search for
“bright” excitonic insulators which are characterized by the
condensation of optically active excitons [28], instead.

Exerting control of exciton condensation is another con-
cern related to the coherent radiation as the electron-hole
recombination is only triggered during the phase transition
from excitonic insulator to band insulator (see Fig. 1). Of-
ten, applying electric field provides a precise and efficient
means to manipulate electrons through the Stark effect for the
properties of interest in solid-state devices. It affects electrons
and excitons of low-dimensional systems more significantly
owing to the quantum confinement. An electric field can
reduce and even completely eliminate the wide Eg of boron-
nitride nanotubes [29,30]. Continuous tuning of Eb up to
100 meV and redshift of E f up to 2.5 times the zero field Eb

are respectively demonstrated in monolayer transition-metal
dichalcogenides [31,32] and in GaAs/AlGaAs quantum-well
structures [33]. More importantly, applying electric field can
also induce the symmetry breaking and activate the dark
exciton to become optically active, as experimentally demon-
strated in carbon nanotubes [34].

In this paper, first-principles GW plus Bethe-Salpeter
equation (BSE) calculations are employed to investigate
the electrical dependence of ground-state properties of
one-dimensional organometallic manganese-cyclopentadienyl
wire (MnCp)∞ (see Fig. 2). An electric-field-driven excitonic
instability is found. Increasing electric field continuously de-
creases the Eg while hardly changing the Eb of the lowest
exciton. Because of their different dependence, after a critical
field of about 0.15 V/Å, the Eb exceeds the Eg and the E f

becomes negative, signaling the spontaneous exciton genera-
tion. Meanwhile, the electric field causes the originally dark
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FIG. 1. Schematic illustration of distinguishing an excitonic insulator from a band insulator through the coherent radiation across an
external field-induced phase transition. (a) When the system is within the excitonic-insulator state, it is filled with spontaneously formed
electron-hole pairs. (b) When the system undergoes an excitonic-insulator–band-insulator phase transition, the excitons become unstable and
the electron-hole pairs start to combine, accompanied by luminescence. Because the excitonic insulator exhibits a macroscopic quantum state,
the electron-hole pairs therein have the same phase, therefore leading to the coherent radiation. (c) When the system is within the band-insulator
state, it is characterized by a trivial one-electron band gap.

ground-state exciton to become bright as a result of symmetry
breaking. Our work thus shows that electric control is a viable
pathway to realize the bright excitonic insulator, as an initial
step towards the innovative excitonic-insulator-based device
applications in coherent optical techniques.

II. METHODOLOGY AND MODELS

Our electronic structure calculations were performed
within the Perdew-Burke-Ernzerhof (PBE) [35] generalized
gradient approximation as implemented in the Vienna ab initio
simulation package (VASP) [36]. The electron-ion interaction
was described by a projector augmented-wave method [37]
with an energy cutoff of 450 eV. A vacuum layer of at least
12 Å was added to separate two adjacent (MnCp)∞ wires.
The geometry was fully optimized until the residual force on
each atom is less than 0.01 eV/Å. Quasi-particle band struc-

FIG. 2. (a) Side view and (b) top view of (MnCp)∞ wire. The
region between two adjacent Mn atoms indicates the unit cell, with a
lattice constant of c = 3.32 Å.

ture is obtained using the single-shot G0W0 approach [38],
with a 1 × 1 × 19 k-mesh and 144 bands (see Supplemental
Material [39] for convergence studies). Excitonic properties
were involved by solving the BSE [40] on top of the G0W0

results. Two valence and four conduction bands are included
to build the BSE Hamiltonian. Exciton wave functions were
calculated by the YAMBO code [41].

III. RESULTS AND DISCUSSION

Figure 2 shows the geometry of (MnCp)∞ constructed with
altering Cp and transition-metal Mn, which represents the
limiting case of multidecker MnnCpn+1 clusters. The latter
could be synthesized using established methods for ferrocene-
like molecular complexes [42,43]. It is worth noting that a
multidecker single-chain nanowire of ferrocene up to 50 nm
in length has been synthesized recently [44]. Our structural
optimization reveals that (MnCp)∞ has the eclipsed structure
with D5h symmetry and no clustering of Mn atoms occurs, in
agreement with the previous report [45].

Figure 3(a) presents the PBE band. It is an indirect-gap
semiconductor with a minimum Eg of 0.68 eV between � and
A, consistent with previous work [45]. One can understand the
band as follows: the Cp captures an extra electron according
to the Hückel rule. As a consequence, although the Mn has
a 3d54s2 electronic configuration, only six effective valence
electrons should be considered to fill Mn’s 3d orbitals. The
strong crystal field of the D5h symmetry split the Mn 3d
orbitals into e1 (dxz and dyz orbitals) and e2 (dx2−y2 and dxy

orbitals) doublets, and an a1 (dz2 orbital) singlet [46,47]. The
six electrons fully occupy the lower-lying a1 singlet and e2

doublet, leaving the e1 doublet unoccupied. So (MnCp)∞ is a
non-spin-polarized semiconductor with an e1 and e2 doublet
separated Eg, as revealed by the first-principles calculations
[see Fig. 3(a)].

The traditional PBE functional generally underestimates
semiconductors’ Eg, especially for those containing transition-
metal elements [48]. To this end, we calculate the G0W0 band
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FIG. 3. Band structures respectively calculated by (a) PBE and (b) G0W0 methods. The valence band maximum is set as energy zero. In
(a), e1, e2, and a1 represent the split states of Mn 3d orbitals within the D5h crystal field of Cp rings. (c), (d) Decomposed charge densities
corresponding to the states marked in (a) (yellow dots) with an isosurface of 0.002 and 0.024 e/Å3. (e) Exciton energies (gray vertical lines)
superimposed on the imaginary part of the BSE dielectric function. Blue dashed line denotes the quasiparticle Eg. Xi and Di denote the dark
and bright excitons, respectively. (f) Two-dimensional cross section of the real-space exciton wave functions for the states noted in (e). In the
plots, the hole is fixed at the Mn atom and the cross section passes through the adjacent Cp ring.

as plotted in Fig. 3(b). Now the minimum Eg is increased to
1.89 eV. But in striking contrast, it transforms to be direct at
the � point, rather than indirect by PBE. Such an indirect-
direct transition indicates a large difference in quasiparticle
correction to the frontier states. By comparing Figs. 3(a) and
3(b), one can see that the conduction band minimum is crucial.

To deepen the understanding, we plot the crystalline or-
bitals referred to the two eigenstates marked in Fig. 3(a). It is
found that the state labeled as (c) is mainly contributed from
the Cp π orbital, while the state labeled as (d) is from the Mn
d orbitals [see Figs. 3(c) and 3(d)]. Since the π orbital itself
is very delocalized, the delocalization error of PBE should be
small, and so does the quasiparticle correction. However, this
is not the case for the localized d orbitals whose delocalization
error of PBE is large [48]. So there is a significant quasiparti-
cle correction. Consequently, the e1 doublet is substantially
pushed up and becomes completely above the Cp π band,
giving rise to the direct gap.

For low-dimensional materials, the excitonic effects
become more significant and important due to the re-
duced electron-hole screening interaction [49,50]. Shown in
Fig. 3(e) is the imaginary part of the BSE dielectric func-
tion. One can see a strong absorption peak (labeled as D1

at 0.84 eV) inside the quasiparticle Eg. This is an exciton
absorption, corresponding to an Eb up to 1.05 eV. Usually,
the lowest exciton in one-dimensional systems is dark [34],
which may have an even larger Eb. Such dark excitons have
attracted more and more attention for use in exciton conden-
sation [19,20,24–27], quantum information processing [51],
and energy conversion [52,53]. To this end, we incorporate
all the low-energy excitons into Fig. 3(e) (gray lines). Indeed,
the ground-state X1 exciton is dark, with an E f of 0.24 eV,
corresponding to an Eb of 1.65 eV.

Dark exciton state is an intuitive manifestation of the sys-
tem’s selection rule and the relevant transition is forbidden by
a certain symmetry. Despite the fact that, under D5h symmetry,
the transition between the Mn e2 doublet and the Cp π state is
dipole forbidden according to group theory, it is constructive
to directly compare the characteristics between bright and
dark excitons. In Fig. 3(f), we typically plot two real-space
wave functions, respectively, for the dark X and bright D

series. An obvious difference is that the X -series excitons
respect the symmetry of (MnCp)∞, especially the fivefold
rotation symmetry around the z axis, while the D-series exci-
tons show different degrees of symmetry breaking. Moreover,
the stronger the symmetry breaking of the exciton functions,
the higher the corresponding absorption peak. For instance,
the D1 exciton breaks the rotational but retains the mirror
symmetry, so a relatively small absorption peak appears in the
spectrum.

Next we consider the effect of a transverse electric field
along the x axis. Figure 4 summarizes the respective field
dependence of Eg and Eb. They both show a monotonic de-
creasing trend with the increase of electric field, but their
performance is completely different. Increasing the electric
field from 0 to 0.2 V/Å leads to a considerable decrease
of Eg up to 0.5 eV. In sharp contrast, the Eb just slightly
varies from 1.65 to 1.60 eV, with a reduction of 0.05 eV.

FIG. 4. Electric-field dependence of Eg, Eb, and oscillator
strength of the ground-state X1 exciton. It is evident a phase transition
takes place at a critical field around 0.15 V/Å, across which, the rel-
ative sizes of Eg and Eb are reversed. The calculated band structures
under different fields are given in the Supplemental Material [39].
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FIG. 5. Decomposed charge densities at the � point for the (a) top valence band, and (b) bottom conduction band under zero,
E = 0.1 V/Å and E = 0.2 V/Å electric field. Although the former is a doublet, they involve the same physics. (c) Side view and (d) top
view of the real-space exciton wave functions for the X1 under zero, E = 0.1 V/Å, and E = 0.2 V/Å electric field. The density is normalized
by choosing the maximum value as the unit for (a)–(c). In (d), the wave functions modulus is truncated at 60% of the maximum to specify the
details. A 1 × 1 × 11 supercell is used to calculate the exciton wave functions. The hole [red dots in (c)] is fixed at the central Mn atom in the
plots.

The latter decrease is an order of magnitude smaller than the
former. Disproportionate narrowing of Eg and Eb results in
the continuous decrease of E f , from 0.24 eV at 0 V/Å to
zero around 0.15 V/Å, and further to −0.17 eV at 0.2 V/Å.
The negative E f means the spontaneous generation of the X1

exciton, and therefore the electric field can drive (MnCp)∞
into an excitonic insulator phase.

In the meanwhile, we also observe the electric-field-
induced optical activation of the X1 exciton. From Fig. 4,
one can see that oscillator strength of the X1 exciton rapidly
increases with the increase of electric field, showing the in-
creasing optical activity. Therefore, after a critical field of
0.15 V/Å, it is not only possible to realize a many-body
ground state with spontaneous exciton condensation, but the
condensation is also formed by bright excitons. As we afore-
mentioned, such type of bright excitonic insulator differs from
the prevalently studied dark excitonic insulators, and its coher-
ent radiation helps to overcome the difficulty of distinguishing
from a band insulator.

Then we turn to the physics behind the electric-field-
induced condensation of bright excitons, as reflected by Fig. 4.

Three points are concerned: First, Eb is almost insensitive to
the electric field. Generally speaking, Eb is controlled by the
system electron-hole screening interaction. One-dimensional
essence of (MnCp)∞ allows the electron and hole joined
through electric-field lines outside of the dielectric itself. A
transverse electric field has little effect on this interaction
unless the field is strong enough to destroy the exciton. Similar
insensitivity of Eb to the external field has also been found in
other low-dimensional systems [19,25].

Second, a significant narrowing of Eg. We attribute it to
substantially different responses of top valence and bottom
conduction states to applied electric field, i.e., giant Stark
effect. One can qualitatively understand the result as illus-
trated in Figs. 5(a) and 5(b). As aforementioned, the Mn
e2 doublet constitutes the top valence band. Electric field
has a subtle influence on these localized d orbitals, and so
does the energy of the valence band edge. This is consistent
with the observation that the corresponding electronic density
is hardly affected by the applied field [see Fig. 5(a)]. On
the other hand, however, it is the delocalized π orbital that
makes up the bottom conduction band. Shown in Fig. 5(b) is
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the dependence of the electronic density of conduction band
minimum as a function of the field. At zero electric field,
electrons are uniformly distributed around the Cp ring. With
the increase of electric field, the electrons move in the oppo-
site direction of the electric field and concentrate on the two
C atoms on one side. The stronger the electric field, the
stronger the effect of electron aggregation to one side. Charge
redistribution lowers the system potential energy which com-
pensates for the loss of kinetic energy [29], and thus causes
the downshift of the conduction band. The combined effects
of electric field on the band edge states give rise to the Eg

reduction.
Third, optical activation of the dark X1 exciton. Plotted

in Figs. 5(c) and 5(d) are variations of the X1 exciton wave
functions with the electric field. At zero electric field, the
electrons are almost symmetrically distributed within 2 Å
around the hole which is fixed on the central Mn atom [red
dots in Fig. 5(c)]. It is noteworthy that in addition to the
distribution over (MnCp)∞, a considerable fraction (∼30%)
of electrons are spread over to the side of the central MnCp2
unit. This is a direct demonstration that the electron-hole
interaction is achieved through vacuum apart from through
the dielectric itself. Increasing the field, the electrons become
concentrated in the opposite direction of the electric field, and
the proportion of electrons appearing outside the molecular
wire becomes larger and larger, reaching 60% at 0.1 V/Å and
73% at 0.2 V/Å. Obviously, such an asymmetric distribution
of electrons with respect to the hole breaks the original D5h

symmetry and thus the X1 exciton gains a finite oscillator
strength. The stronger the field, the stronger the symmetry
breaking, and the larger the oscillator strength.

IV. CONCLUSIONS

In conclusion, first-principles calculations using the pro-
totype (MnCp)∞ show a new kind of bright excitonic
insulators that have not yet been recognized by the re-
search community. Its unique fingerprint is embodied in
the electron-hole coherent radiation recombination across
an excitonic-insulator–band-insulator phase transition, which
therefore allows the experimental identification with certainty.
By contrast, such coherent radiation does not exist in the dark
excitonic insulator. A practical concern is which materials are
suitable for tuning into the bright excitonic insulator via the
mechanism proposed here. Of course, not any band insulator
can serve this purpose, even if a giant Stark shift is achieved.
Instead, ones need to focus on materials that break the synergy
between Eg and Eb so that applying an external field can re-
verse the relative size of the two. Generally, such materials are
characterized by the forbidden transitions between the band-
edge states [10,19]. Our work thus provides a prospect for
exciton manipulation in low-dimensional systems, as well as
construction of coherent optical devices based on the excitonic
insulators.
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