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Correlation-driven topological and valley states in monolayer VSi2P4
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Electronic correlations could have significant impact on the material properties. They are typically pronounced
for localized orbitals and enhanced in low-dimensional systems, so two-dimensional (2D) transition metal
compounds could be a good platform to study their effects. Recently, a new class of 2D transition metal
compounds, the MoSi2N4-family materials, has been discovered, and some of them exhibit intrinsic magnetism.
Here, taking monolayer VSi2P4 as an example from the family, we investigate the impact of correlation effects
on its physical properties, based on the first-principles calculations with the DFT + U approach. We find that
different correlation strengths can drive the system into a variety of interesting ground states, with rich magnetic,
topological, and valley features. With increasing correlation strength, while the system favors a ferromagnetic
semiconductor state for most cases, the magnetic anisotropy and the band gap type undergo multiple transitions,
and in the process, the band edges can form single, two, or three valleys for electrons or holes. Remarkably, there
is a quantum anomalous Hall (QAH) insulator phase, which has a unit Chern number and has its chiral edge
states polarized in one of the valleys. The boundary of the QAH phase corresponds to the half-valley semimetal
state with fully valley polarized bulk carriers. We further show that for phases with the out-of-plane magnetic
anisotropy, the interplay between spin-orbit coupling and orbital character of valleys enables an intrinsic valley
polarization for electrons but not for holes. This electron valley polarization can be switched by reversing the
magnetization direction, providing a new route of magnetic control of valleytronics. Our result sheds light on the
possible role of correlation effects in the 2D transition metal compounds, and it will open new perspectives for
spintronic, valleytronic, and topological nanoelectronic applications based on these materials.
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I. INTRODUCTION

The impact of electronic correlations on material prop-
erties, especially on the magnetic, topological, and valley
properties, has been a fascinating subject of research [1–9].
The correlation effects are typically strong in transition metal
elements with localized d electrons, and the effects would
be further enhanced with reduced dimensionality. Therefore,
two-dimensional (2D) transition metal compounds could offer
good opportunities to explore the manifestations of electronic
correlation effects.

Recently, a new class of 2D transition metal compounds,
the MoSi2N4-family materials, has been discovered [10].
Some members such as monolayer MoSi2N4 and WSi2N4

were successfully synthesized in experiment [10], and more
than 60 ternary compounds with similar structures were pre-
dicted to be stable [11]. A variety of interesting physical
properties were suggested for this family of materials, in-
cluding the Dirac valley structures and valley-contrasting
properties, intrinsic magnetism, and nontrivial band topology
[10–22]. On the other hand, the possible impact of correlation
effects on these properties, which could be significant in this
material family, has not been clearly understood yet.

*sili@nwu.edu.cn

In this work, we investigate this problem and reveal the
importance of electronic correlation in determining the mag-
netic, topological, and valley properties. We take monolayer
VSi2P4 as an example and perform a detailed study based
on the first-principles calculations on the DFT + U level. We
choose VSi2P4 because first, the 3d element V typically has
strong correlations, as manifested in the famous examples of
VO2, V2O3, and vanadium oxides with Magnéli phases [23];
second, monolayer VSi2P4 has magnetism and interesting
valley structures, whereas the previously studied MoSi2N4,
WSi2N4, and MoSi2As4 are nonmagnetic [11,12]. We find
that different Hubbard-U strengths can drive the system into
different ground states, enabling a rich phase diagram (see
Fig. 4). We show that the material is an indirect gap ferromag-
netic semiconductor at small U . With increasing U strength,
it first changes to direct gap with a pair of Dirac type valleys
at K and K ′ points of the Brillouin zone (BZ). Then the
magnetic anisotropy switches from in-plane to out-of-plane
at U ∼ 2.13 eV. Remarkably, between U ∼ 2.25 and 2.36 eV,
the system transitions into a quantum anomalous Hall (QAH)
insulator phase featured by a unit Chern number and chiral
edge states polarized in a single valley. The boundaries of
this QAH phase correspond to the critical semimetal states
where the gap only closes at one of the two valleys. Fur-
ther increasing U will drive two additional transitions in the
magnetic anisotropy and a transition from direct to indirect
gap. Importantly, we show that the out-of-plane ferromagnetic
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semiconductor phases have an intrinsic valley polarization
for electrons but not for holes. We explain this asymmetry
from the different orbital contributions in the spin-orbit cou-
pling (SOC). In such a state, the electron valley polarization
can be switched by reversing the magnetization direction,
providing a new route of magnetic control of valleytronics.
Experimental signatures and possible ways to tune the corre-
lation strength are discussed. Our result highlights the role of
correlation effects in the 2D MoSi2N4-family materials and
deepens our understanding of interesting correlation-driven
topological and valley states.

II. COMPUTATION METHODS

We performed first-principles calculations based on the
density functional theory (DFT), using the projector aug-
mented wave method as implemented in the Vienna ab initio
simulation package [24–26]. The generalized gradient ap-
proximation (GGA) with the Perdew-Burke-Ernzerhof (PBE)
[27] realization was adopted for the exchange-correlation
functional. The cutoff energy was chosen as 500 eV, and
the BZ was sampled with a �-centered k mesh of size
15 × 15 × 1. The energy and force convergence criteria were
set to be 10−6 eV and 0.001 eV/Å, respectively. A vacuum
layer with a thickness of 20 Å was taken to avoid artificial
interactions between periodic images. The phonon spectrum
was calculated using the PHONOPY code through the density
functional perturbation theory (DFPT) approach [28], with a
2 × 2 × 1 supercell and a 8 × 8 × 1 q grid (the total energy
converges with an accuracy of 10−7 eV). The correlation ef-
fects for the V-3d electrons were treated by the DFT + U
method [29,30]. The band structure was also calculated by
using the Heyd-Scuseria-Ernzerhof hybrid functional method
(HSE06) [31] (see the Supplemental Material [32]). The Berry
curvature and the intrinsic anomalous Hall conductivity were
evaluated using the WANNIER90 package [33,34]. The edge
states were calculated by using the iterative Green function
method [35], as implemented in the WannierTools package
[36]. Curie temperatures were estimated by using the Monte
Carlo simulations as implemented in the VAMPIRE atomistic
simulation package [37].

III. STRUCTURE AND MAGNETISM

We construct the monolayer VSi2P4 lattice model with the
same structure as the already synthesized monolayer MoSi2N4

[10]. It has the hexagonal lattice structure with space group
P6m2 (No. 187). As shown in Figs. 1(a) and 1(b), the struc-
ture is built up by septuple atomic layers in the sequence
of P-Si-P-V-P-Si-P. It is important to note that the structure
breaks the inversion symmetry P . From our first-principles
calculations, the fully optimized lattice parameters are given
by a = b = 3.486 Å. To confirm the stability of the monolayer
structure, we perform the phonon spectrum calculation. The
obtained spectrum is plotted in Fig. 1(d), which shows that
there is no soft phonon mode throughout the BZ, indicating
that the structure is dynamically stable.

We then investigate the magnetic properties of monolayer
VSi2P4. We compared energies of the nonmagnetic state,
the ferromagnetic (FM) state, and several antiferromagnetic

FIG. 1. (a) Top and (b) side view of the crystal structure of mono-
layer VSi2P4. The primitive cell is marked by the solid lines in (a).
(c) Brillouin zone with high-symmetry points labeled. (d) Calculated
phonon spectrum for monolayer VSi2P4.

(AFM) configurations at different U values (see the Sup-
plemental Material for details [32]). For V compounds, the
typical U values are around 3 to 4 eV, so here we investi-
gate the U value range from 0 to 4.5 eV. We find that the
monolayer VSi2P4 always prefers the FM ground state (even
up to U = 5 eV). The magnetic moment on the V site is
about 1.1 μB. Nevertheless, the magnetic anisotropy changes
with the U values. In Fig. 2, we plot the energy difference
(Ex − Ez ) as a function of U , where Ex/z is the energy per unit
cell when the magnetization is along the x/z direction. One
can observe several transitions in the magnetic anisotropy. For
U < 2.13 eV and U between 2.51 and 2.67 eV, the system
prefers an in-plane FM state, whereas for U between 2.13 and
2.51 eV and U > 2.67 eV, it favors an out-of-plane FM state.
The different magnetic orientations will affect the symmetry

FIG. 2. Energy difference between in-plane and out-of-plane
magnetization directions for the FM state. The red colored region
indicates the QAH phase.
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FIG. 3. Normalized magnetic moment as a function of tempera-
ture by Monte Carlo simulations with different U values.

of the system, which will in turn have important influence on
the electronic properties, as we shall see in a while.

We have also estimated the Curie temperature (TC) for the
system at three representative U values (U = 2 eV, 2.32 eV,
and 2.7 eV). The calculation is performed by using the
Monte Carlo simulations based on an effective classical spin
model [37]:

H = −
∑
i, j

Ji jSi · S j − K
∑

i

(
Sz

i

)2
, (1)

where Si is the normalized spin vector on the V site i, Ji j is
the exchange coupling constant between sites i and j, and
K is the site anisotropy strength. For a rough estimation, we
include only the nearest-neighbor coupling J in the model and
the leading order anisotropy term, where positive (negative) K
corresponds to an easy-axis (easy-plane) anisotropy. The de-
tails for extracting these model parameters are presented in the
Supplemental Material [32]. The obtained model parameters
are found to be J = 14.1 meV and K = −25.7 μeV for U =
2 eV, J = 12.6 meV and K = 46.0 μeV for U = 2.32 eV, and
J = 10.5 meV and K = 2.03 μeV for U = 2.7 eV. The sim-
ulated magnetization versus temperature curves are shown in
Fig. 3. The estimated TC is about 161 K for U = 2 eV, 146 K
for U = 2.32 eV, and 120 K for U = 2.7 eV.

IV. EVOLUTION OF ELECTRONIC STRUCTURES

We have investigated the evolution of electronic band
structures with U and obtained the phase diagram in
Fig. 4. The representative band structures at different U
values without and with SOC are plotted in Fig. 5 and 6,
respectively.

One observes that at small U , the system is an indirect
gap semiconductor. The valence band maximum (VBM) is at
the K and K ′ points, whereas the conduction band minimum
(CBM) occurs at the M points. Interestingly, this state has
different valley structures for its electrons and holes. In the
absence of SOC, the valence band has two degenerate valleys
at K and K ′, but the conduction band has three degenerate val-
leys at the M points. Moreover, these valleys are in different

FIG. 4. Phase diagram for monolayer VSi2P4 with different U
values.

spin channels: in Fig. 5(a), the electron valleys are spin down,
whereas the hole valleys are spin up. Including the SOC will
break the energy degeneracy of these valleys and also mix the
two spin channels.

With increasing U , the conduction band at K and K ′ moves
down relative to the original CBM at M [see Fig. 5(a)]. For
U > 1.15 eV, the system become a direct gap semiconductor
with the band gap at the K and K ′ points. The CBM and VBM
here form a pair of Dirac type valleys, similar to MoS2 type
materials [38–42], but the distinct point is that these valleys
belong to the same spin channel, in contrast to the previously
studied cases in monolayer WSi2N4 [12].

When U is above 2.13 eV, the magnetic anisotropy changes
to out-of-plane. Since the magnetization is a pseudovector,
the out-of-plane FM preserves the horizontal mirror symmetry
Mz. Because of this preserved Mz, each band eigenstate under
SOC has a well defined spin eigenvalue, either spin up or
spin down. More importantly, the out-of-plane FM breaks all
possible vertical mirrors of the system (i.e., mirrors perpen-
dicular to the x-y plane), hence allowing a nonvanishing Chern
number of the 2D system [43]. From Fig. 6, one can see that
the band gap decreases with U . Around U = 2.25, the gap
closes and reopens at K (but not K ′). And around U = 2.36, a
similar process happens at the K ′ valley. This gap closing and
reopening scenario suggests a topological phase transition.
Indeed, we verify that the phase for U = 2.32 eV represents a
QAH insulator phase, characterized by a unit Chern number.

We have evaluated the intrinsic anomalous Hall conduc-
tivity σ i

xy via the first-principles calculations [44,45]. This
quantity is given by

σ i
xy = −e2

h

1

2π

∫
BZ

d2k �z(k). (2)

�z(k) is the Berry curvature of the 2D system,

�z(k) = −2 Im
∑
n �=n′

fnk
〈nk|vx|n′k〉〈n′k|vy|nk〉

(ωn′ − ωn)2
, (3)

where the summation is over both band indices n and n′ with n
restricted to all occupied bands, εn = h̄ωn is the band energy,
the v’s are the velocity operators, and fnk is the equilibrium
distribution function. The calculation result for U = 2.32 eV
is shown in Fig. 7(c). One observes that the anomalous Hall
conductivity is e2/h in the gap, confirming that it is a QAH
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FIG. 5. Spin-polarized band structures of monolayer VSi2P4 obtained from GGA + U (U varies from 0 to 3 eV) without SOC. The red
(blue) color represents spin-up (spin-down) bands.

insulator with a Chern number C = 1. One feature of the QAH
insulator is the existence of chiral edge states. In Fig. 7(d),
we plot the corresponding edge spectrum. One observes that
there is a single gapless chiral edge band crossing the band
gap at the K valley, which is consistent with the quantized
QAH conductivity.

It should be noted that the QAH phase here coexists with
a valley structure [46]. This leads to several interesting fea-
tures. First, the gapless chiral edge band acquires a valley
character. For example, the edge states in Fig. 7(d) belong to
the K valley. Such chiral edge states could be useful for val-
leytronics applications, as demonstrated in Ref. [47]. Second,
the boundaries of the QAH phase at U = 2.25 and 2.36 eV
are critical points of topological phase transitions. The two
critical states must be gapless. As mentioned, these two states
have the band gap closed only at one of the two valleys. In
this case, the transport in the bulk would also be fully valley
polarized. Such interesting states correspond to the concept of
half-valley metal recently proposed in Ref. [48].

Further increasing U will drive another two transitions in
the magnetic anisotropy. For U between 2.51 and 2.67 eV,
the magnetization becomes in-plane, and for U > 2.67 eV, the
magnetization switches to out-of-plane. In addition, at U ∼
2.77 eV, the band gap changes from direct to indirect types.
This is accompanied with the switch of VBM from K and K ′
to �. As shown in Fig. 8, the valence band at � belongs to
the spin down channel and is dominated by the dxz and dyz

orbitals, which are distinct from the states at K and K ′.

V. MAGNETIC VALLEY CONTROL

We note that in the phase diagram Fig. 4, there are sev-
eral regions with out-of-plane FM and with the low-energy
physics occurring at the K and K ′ valleys. A representative
state is shown in Fig. 8 with U = 2.7 eV. Here, we zoom in
the two valleys and compare the band structures without and
with SOC. Without SOC, the valleys are degenerate in energy
for both conduction and valence bands. Interestingly, after

FIG. 6. Band structures of monolayer VSi2P4 obtained from GGA + U (U varies from 0 to 3 eV) with SOC included.
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FIG. 7. Band structure of monolayer VSi2P4 with U = 2.32 eV
(a) without SOC (the red and blue colors indicate spin-up and spin-
down channels, respectively) and (b) with SOC. (c) Anomalous Hall
conductivity versus chemical potential for the case in (b). (d) shows
the corresponding edge spectrum for the QAH state in (b). Note that
the plot is centered at the M point, so the left valley is K and the right
valley is K ′.

including SOC, the valley degeneracy for the conduction band
is broken; the conduction valley at K is about 48.9 meV higher
than that at K ′. Meanwhile, the degeneracy for the valence
band valleys is almost unaffected [see Fig. 8(b)].

To understand this peculiar effect of SOC on the band
structure, we first note that the VBM and CBM in Fig. 8(c)
are dominated by different orbital components. The VBM is
mainly from the V dz2 orbitals, where the CBM is dominated
by the V dxy and dx2−y2 orbitals. At K and K ′, the little group
is C3h for the out-of-plane magnetization. Hence, the orbital
basis for VBM and CBM at the two valleys can be chosen as
|ψτ

v 〉 = |dz2〉 ⊗ |↑ 〉 and |ψτ
c 〉 = 1√

2
(|dx2−y2〉 + iτ |dxy〉) ⊗ |↑ 〉,

where τ = ±1 is the valley index corresponding to K/K ′ and
from Fig. 8(a), we know that VBM and CBM belong to the
same spin channel.

The effect of SOC on the VBM and CBM states may be
approximated by the perturbation term

ĤSOC = λŜ · L̂, (4)

where λ is the coupling strength, and Ŝ and L̂ are the spin and
orbital angular momentum operators, respectively. This SOC
term can be formally expressed as ĤSOC = Ĥ0

SOC + Ĥ1
SOC,

with [49–51]

Ĥ0
SOC = λŜz′

(
L̂z cos θ + 1

2
L̂+e−iφ sin θ + 1

2
L̂−e+iφ sin θ

)
,

Ĥ1
SOC = λ

2
(Ŝ+′ + Ŝ−′ )

×
(

− L̂z sin θ + 1

2
L̂+e−iφ cos θ + 1

2
L̂−e+iφ cos θ

)
,

(5)

FIG. 8. Band structure of monolayer VSi2P4 with U = 2.7 eV
(a) without SOC and (b) with SOC. Here, the magnetization is along
the +z direction. (c) Orbital-projected band structure for the case
in (b). (d) and (e) show the distribution of Berry curvature for the
valence bands. (f) Band structure of monolayer VSi2P4 when the
magnetization is switched to the −z direction.

where in the most general case, L̂ and Ŝ may be ex-
pressed in different coordinate systems (x, y, z) and (x′, y′, z′),
respectively, θ and φ are the polar angles that relate the
two systems, L̂± = L̂x ± iL̂y, and Ŝ±′ = Ŝx′ ± iŜy′ . For out-
of-plane magnetization, it is convenient to take the two
coordinate systems identical; then we have θ = φ = 0. Since
the VBM and CBM here are in the same spin channel, the first-
order perturbation from Ĥ1

SOC vanishes identically. It follows
that to first order in λ, the SOC term can be reduced to

ĤSOC = λŜzL̂z. (6)

The resulting energy shifts for the VBM and CBM at the
two valleys are given by E τ

v = 〈ψτ
v |ĤSOC |ψτ

v 〉 and E τ
c =

〈ψτ
c |Ĥsoc|ψτ

c 〉, respectively. Consequently, the energy differ-
ence between valleys K and K ′ is given by

EK
c − EK ′

c = i〈dx2−y2 |ĤSOC|dxy〉
− i〈dxy|ĤSOC|dx2−y2〉 ≈ 4λ,

EK
v − EK ′

v = 0, (7)

where we have used that L̂z|dx2−y2〉 = 2i|dxy〉 and L̂z|dxy〉 =
−2i|dx2−y2〉 [23]. This analysis demonstrates that to the first
order in SOC, the valley degeneracy splits for the conduction
band but not the valence band, consistent with our first-
principles results.
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Actually, following a similar approach to that in
Refs. [12,41], we can obtain the following low-energy
effective model for the state in Fig. 8(b),

Heff = α(τkxσx + kyσy) + �

2
σz + λmzτ (σz + 1), (8)

where k is measured from each valley center, α is a model
parameter, the σ ’s are the Pauli matrices in the two basis at
each valley, � is the band gap in the absence of SOC, and
mz = ±1 denotes the magnetization direction along the ±z
direction.

Importantly, the valley polarization for electrons would be
switched by reversing the magnetization direction mz. This
is confirmed by the calculation result, as shown in Fig. 8(f).
Moreover, since the low-energy bands at K and K ′ belong
to the same spin channel (the spin majority channel), the
spin polarization of the carriers is simultaneously switched.
The magnetic control of valley polarization in nonmagnetic
materials is through the coupling between the orbital mag-
netic moment and the external magnetic field [52]. Here, the
mechanism is different. It is through the coupling among
intrinsic magnetism, valley, and SOC. In practice, using the
intrinsic magnetism rather than applied magnetic field allows
a “nonvolatile” scheme for generating valley polarization.
In addition, magnetism can be controlled in a fully electric
manner, e.g., by using current pulses through spin torques,
which is desired for device applications. Thus, the mechanism
discussed here offers a new route for controlling the valley and
spin degrees of freedom.

VI. DISCUSSION AND CONCLUSION

We have demonstrated the importance of electron cor-
relations on the physical properties of monolayer VSi2P4.
The different U values can result in different ground states,
with intriguing magnetic, valley, and topological features. Of
course, for a given material, the correlation strength is fixed,
and the material should belong to a particular phase in the
phase diagram. For example, the self-consistent procedure
based on a linear response approach gives an estimation of
U = 4 eV for this material, which would put it into the phase
of an indirect gap FM semiconductor with valley polarization
in the conduction band [11]. Meanwhile, the result from the
hybrid functional approach (HSE06) shows qualitative fea-
tures similar to that of U ∼ 2.7 eV [32]. Due to its sensitivity
to correlation strength, the actual phase of the material should
be determined from future experiment.

Nevertheless, we wish to point out that the physics of
the rich phase diagram and the phase transitions can still be
exhibited in practice. An essential point of correlated systems
is that the physics depends on the competition between ki-
netic and interaction energies. By suppressing/enhancing the
kinetic energy (e.g., by applied strain), one then effectively
enhances/suppresses the correlation effect. For example, ap-
plied strain or pressure can modify the bandwidth, which
effectively controls the relative importance of electronic cor-

relations. To demonstrate this point, consider the monolayer
VSi2P4 with U = 2 eV. According to Fig. 4, the ground state
should be a trivial FM semiconductor. By applying a 1.8%
biaxial strain on the system, we find that the system is driven
into the QAH phase. This conforms with our expectation: The
tensile strain tends to suppress the kinetic energy of electrons
and make the electrons more localized, which effectively en-
hances electronic correlation. Following this discussion, there
could be versatile phase transitions in this 2D material family
driven by strain, pressure, temperature, etc.

We take monolayer VSi2P4 as a concrete example in this
study. It is clear that the analysis here can be readily extended
to other members of the MoSi2N4 family. It was noted in
Ref. [11] that there are several variants in lattice structures
for this family. For example, 2D VSi2P4 may also be stabi-
lized in another predicted δ4 structure [11]. Nevertheless, the
important point is that this family of materials shares the same
structural motif, i.e., the central triangular lattice plane of the
transition metal elements. The low-energy states as well as the
electronic correlations are dominated by this plane. Thus, one
can naturally expect that the rich correlation-driven physics
should be common among the different modified structures
for this family. Yet, the effective correlation strength should
vary from material to material. Generally, the d-electrons be-
come less correlated when going from 3d to 4d and 5d series,
because of the increasing covalency with surrounding ions and
the increasing bandwidth.

In conclusion, we have demonstrated the rich correlation
driven physics in monolayer VSi2P4, as a representative of the
2D MoSi2N4 material family. We show that different correla-
tion strengths characterized by the U values can result in a rich
phase diagram, with interesting interplay between magnetic,
valley, and topological features. Particularly, we observe mul-
tiple transitions in the magnetic anisotropy, valley structure,
and band gap type. There exists a QAH phase characterized
by a unit Chern number. The boundary of the QAH phase cor-
responds to the half-valley semimetal state with fully valley
polarized carriers. We show that even for a trivial semicon-
ductor phase with out-of-plane magnetization, there is a valley
polarization generated by SOC. This polarization exists for
electrons but not for holes, and it can be switched by reversing
the magnetization. This study deepens our understanding of
the correlation effects in the 2D MoSi2N4 family materials,
and it will open new perspectives for spintronic, valleytronic,
and topological nanoelectronic applications based on these
materials.

Note added. Recently another work appeared, which re-
ported similar magnetic and valley physics in a related
material, the monolayer VSi2N4 [53].
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