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Collective orders and photoinduced phase transitions in quantum matter can evolve on timescales which are
orders of magnitude slower than the femtosecond processes related to electronic motion in the solid. Quantum
Boltzmann equations can potentially resolve this separation of timescales, but are often constructed by assuming
the existence of quasiparticles. Here we derive a quantum Boltzmann equation which only assumes a separation
of timescales (taken into account through the gradient approximation for convolutions in time), but is based on a
nonperturbative scattering integral, and makes no assumption on the spectral function such as the quasiparticle
approximation. In particular, a scattering integral corresponding to nonequilibrium dynamical mean-field theory
is evaluated in terms of an Anderson impurity model in a nonequilibrium steady state with prescribed distribution
functions. This opens the possibility to investigate dynamical processes in correlated solids with quantum
impurity solvers designed for the study of nonequilibrium steady states.
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I. INTRODUCTION

One of the biggest challenges in the theoretical description
of quantum many-particle systems is to predict their nonequi-
librium dynamics at long times after a perturbation. This
would be essential for the understanding of nonequilibrium
phenomena in complex solids [1,2], including photoinduced
metal-insulator transitions and hidden phases with spin, or-
bital, charge, or superconducting order [3–9]. The evolution of
the electronic structure in these situations is often intertwined
with the dynamics of the crystal lattice, collective orders,
or slow electronic variables such as nonthermal band occu-
pations, which is orders of magnitude slower than intrinsic
electronic processes such as the electron tunneling between
atoms. Moreover, a large timescale separation becomes ap-
parent in the thermalization of prethermal states [10–12],
where approximate conservation laws provide a dynamical
constraint [13,14].

A major goal is therefore to devise an approach that
can explore the dynamics on the slower timescale, while
still taking into account accurately the fast degrees of free-
dom. Within the Keldysh formalism, nonequilibrium quantum
many-particle systems can be described in terms of time-
and frequency-dependent spectral functions Ak(ω, t ) and dis-
tribution functions Fk(ω, t ). (For simplicity, spin and orbital
indices in addition to momentum k are not shown here.) A
large separation can become evident between the variation
of the functions with time t , and the intrinsic timescales re-
lated to the linewidth of relevant spectral features. If these
timescales are well separated, one can cast the full many-body
dynamics into a differential equation known as the quantum
Boltzmann equation (QBE) [15,16]. In abstract form, the QBE
defines a scattering contribution to the evolution of the distri-
bution functions

[∂t Fk(ω, t )]scatt = I[F, A], (1)

where the so-called scattering integral I depends on the spec-
trum and distribution function at the same time. The full
time dependence is determined by additional contributions
from the coherent single-particle propagation, and a separate
equation for the evolution of the spectrum in terms of the
distribution function.

One of the major challenges of developing a proper QBE
has been an appropriate treatment of strong interactions,
which play crucial roles in nuclear collisions, fluid dynam-
ics, plasma dynamics, and in particular, strongly correlated
solids. So far, generalized quantum kinetic equations have
been developed along different pathways based on, e.g., re-
duced density operators and nonequilibrium Green’s functions
[17]. For the former approach, the non-Markovian Boltz-
mann equation is able to include many-body effects, such as
quasiparticle damping and mass renormalization by means
of the introduction of a suitable closure relation to the
Bogolyubov-Born-Green-Kirkwood-Yvon (BBGKY) hierar-
chy of correlations [18]. In the context of solid-state physics,
this formulation has recently been applied to the Fermi-
Hubbard model to describe the dynamics of charge excitation
in Mott insulators [19].

These developments, though capable of treating correla-
tion effects, usually require the existence of well-defined
quasiparticles. Within the QBE, the quasiparticle approxima-
tion assumes the spectra Ak(ω, t ) to be sharply peaked at
energies ω = εk, and therefore allows to evaluate the equa-
tion on shell, trading the frequency-dependent distribution
function for quasiparticle occupations nk(t ). In solid-state
systems, this approximation is accurate for semiconductors or
Fermi liquids with well-defined quasiparticles [20], but it gets
challenged in strongly correlated solid-state systems. For ex-
ample, doped Mott insulators show strange metallic behaviors
without well-defined Fermi-liquid quasiparticles in a wide
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parameter regime [21,22], and similar behavior is observed
in photodoped Mott insulators [23–27].

For that reason, the dynamics of correlated solid-state
systems has been mostly discussed within the formally ex-
act nonequilibrium Green’s function (NEGF) techniques. In
the NEGF formalism, the dynamics is described in terms
of two-time Green’s functions Gk(t, t ′), which are related to
spectra and occupation functions through a Fourier transform
with respect to relative time t − t ′. A two-time self-energy
acts as a memory kernel in a non-Markovian propaga-
tion of the Green’s functions, the so-called Kadanoff-Baym
equation. NEGF techniques can be combined with different
diagrammatic approximations [28–31], including in particular
dynamical mean-field theory (DMFT) [32,33], and they do
not rely on a quasiparticle approximation for the spectrum.
This enables us to investigate systems in the vicinity of the
Mott insulator, where arbitrary high-order diagrams (at least
in terms of the local Green’s function) are needed, and so
the approximations derived from the hierarchy of correlations
(like the random phase approximation, or GW approximation)
are not sufficient. On the other hand, NEGF techniques also do
not make use of the timescale separation, and therefore imply
a high numerical cost: The effort scales like O(t3

max) with the
simulation time tmax, as compared to O(tmax) for the QBE.

For weakly interacting systems, generalized Kadanoff-
Baym ansatz (GKBA) [34] has recently been set up to reach
O(tmax) scaling of the computational effort [35]. The GKBA is
an NEGF-based method to derive the equation of motion for
a time-dependent distribution function [34]. It is suitable for
the case of weak scattering in the system, when the individual
collisions are not very frequent, and the quasiparticle lifetime
is long. The GKBA method has the advantage of reducing
significantly the otherwise enormous computational demand
requested by full NEGF simulations, while retaining a good
accuracy as demonstrated in many benchmark calculations
[36–38]. However, current implementations of the GKBA are
based on diagrammatic approximations which fail to capture
various many-body effects in strongly correlated systems,
such as the Mott metal-insulator transition and strange metal-
lic behavior. The main conceptual challenge against making
use of the GKBA for such situations is that the approach re-
quires an additional ansatz for the retarded propagator, which
is often chosen to be a Hartree propagator [39]. For strongly
correlated systems, systematic truncation [40] and compact
compression [41] of the memory kernel in the Kadanoff-
Baym equations provide a promising direction of reducing
computational costs and reaching longer simulation times,
while the investigation of many fundamental questions has
still remained out of reach.

It would therefore be desirable to formulate a QBE which
incorporates the simplifications due to the timescale sep-
aration, but does not rely on quasiparticle or perturbative
approximations, for the description of the relaxation dynamics
in strongly correlated systems in the vicinity of the Mott
transition. In fact, it is crucial for our purposes to get rid
of the quasiparticle approximation, and to evaluate the scat-
tering kernel in a nonperturbative manner: The electronic
structure in correlated solid-state systems depends strongly on
the nonequilibrium distribution, as most clearly demonstrated

through the possibility of photoinduced metal-insulator tran-
sitions. For example, if the equilibrium state of the system
is described well by means of DMFT, the steady-state fixed
point of the QBE should be identical to this DMFT solution.
A previous work has successfully employed a QBE without
the quasiparticle approximation for a Mott insulator [42,43],
assuming a rigid density of states and a renormalized second-
order scattering integral. Here we show how such a scattering
integral can be obtained from an auxiliary nonequilibrium
steady-state formalism. This allows to consistently combine
the QBE with nonperturbative methods which have been de-
veloped to study true nonequilibrium steady states within
DMFT [44–50].

The paper is organized as follows: In Sec. II, we present
the formulation of a nonperturbative QBE which is consis-
tent with nonequilibrium DMFT. In Sec. III we compare its
solution to a nonequilibrium DMFT simulation for the ther-
malization in a correlated metal. Section IV gives a conclusion
and outlook.

II. QUANTUM BOLTZMANN EQUATION

A. General setting

We will derive the QBE for a generic model,

H =
∑
k,a,b

hk,ab(t )c†
k,ack,b + Hint, (2)

where ck,a (c†
k,a) denotes the annihilation (creation) operator

for a fermion with spin and orbital indices a and momen-
tum k, and Hint is an arbitrary two-particle interaction, and
hk,ab(t ) incorporates all single-particle terms. We assume that
the system of interest is initially prepared in thermal equi-
librium at temperature T , and driven out of equilibrium for
times t > 0 by external fields and a coupling to external heat
and/or particle reservoirs. The description of this situation
within many-body theory is based on contour-ordered Green’s
functions

Gk,ab(t, t ′) = −i〈TCck,a(t )c†
k,b(t ′)〉, (3)

with time arguments t and t ′ on the Keldysh contour C that
runs from 0 to time tmax (the largest time of interest) on
the real-time axis, back to 0, and finally to −iβ along the
imaginary-time axis. (For an introduction to the Keldysh for-
malism and the notation, see, e.g., Ref. [32].) Spin and orbital
indices will be no longer shown in the following for simplic-
ity; all Green’s functions, self-energies, dispersion functions
hk are matrices in these indices. From the contour-ordered
function (3), one derives real- and imaginary-time Green’s
functions, of which the retarded, lesser, and greater com-
ponents are most important in the following. The retarded
Green’s function (with real-time arguments)

GR
k (t, t ′) = −iθ (t − t ′)〈[ck(t ), c†

k(t ′)]+〉 (4)

is related to the spectral function of the system, while the
occupied and unoccupied density of states are extracted from
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the lesser Green’s function

G<
k (t, t ′) = +i〈c†

k(t ′)ck(t )〉, (5)

G>
k (t, t ′) = −i〈ck(t )c†

k(t ′)〉, (6)

so that

GR
k (t, t ′) = θ (t − t ′)[G>

k (t, t ′) − G<
k (t, t ′)]. (7)

In equilibrium, or in any time-translationally invariant state,
all two-time correlation functions depend only on the relative
time t − t ′. By taking the Fourier transform of GR with respect
to this time difference, one obtains the spectral function A:

Ak(ω) = − 1

π
ImGR

k (ω + i0), (8)

which is related to the lesser and greater Green’s functions
through a fluctuation-dissipation theorem

G<
k (ω) = 2π iAk(ω) fβ (ω), (9)

G>
k (ω) = −2π iAk(ω)[1 − fβ (ω)], (10)

where fβ (ω) is the Fermi distribution function, fβ (ω) =
1/(eβω + 1). In a nonequilibrium steady state, one can thus
define the distribution function as the ratio

Fk(ω) = G<
k (ω)

2π iAk(ω)
. (11)

This is an energy distribution function, which is defined
even in the absence of well-defined quasiparticles. The QBE
provides an equation of motion for its time-dependent gener-
alization, as introduced in the following.

B. The QBE

For every two-time quantity X (t, t ′) one can introduce the
Wigner transform

X (ω, t ) =
∫

ds eiωs X (t + s/2, t − s/2), (12)

where t is the average time and s = t − t ′ is the relative time.
In particular, this can be used to define a time-dependent spec-
trum and occupation function Fk(ω, t ) in analogy to Eqs. (7),
(8), and (11):

Ak(ω, t ) = − 1

π
ImGR

k (ω + i0, t ) (13)

= [G>
k (ω, t ) − G<

k (ω, t )]/(−2π i), (14)

Fk(ω, t ) = G<
k (ω, t )/[2π iAk(ω, t )], (15)

where GR,<,>
k (ω, t ) are given by the Wigner transform.

While Eqs. (13)–(15) always provide a valid mathematical
definition, the functions gain a physical significance in partic-
ular in the limit in which there is a well-defined separation of
timescales. Let us assume that there are scales δω and δt on
which G(ω, t ) varies in frequency and time, such that∣∣∣∣∂ωGk(ω, t )

Gk(ω, t )

∣∣∣∣ < 1/δω,

∣∣∣∣∂t Gk(ω, t )

Gk(ω, t )

∣∣∣∣ < 1/δt (16)

for lesser, greater, or retarded components. The scale δω mea-
sures the relevant internal energy differences in the system,

such as the linewidth of relevant spectral features, and δt sets
the scale for the time evolution, with δt → ∞ in a steady state.
The QBE will be derived in the limit where these timescales
are well separated,

δt � 1/δω. (17)

Practically, one makes an estimation a priori of δω and δt
and then checks, a posteriori, that the time constants of the
exponential relaxation of relevant quantities, like the energy,
are indeed much greater than 1/δω, where δω can be ex-
tracted, e.g., from the linewidth of the quasiparticle peak.
Equation (17) represents also the limit in which the spectral
and occupation functions gain their usual meaning in terms of
a density of states: One can always approximate G(ω, t ) by
the average

G(ω, t )≈
∫

dt ′dω′

π	τ
e−( t ′

τ
)2−( ω′

	
)2

G(ω + ω′, t + t ′) (18)

over a time interval τ 	 δt and a frequency interval 	 	
δω on which the function varies weakly; τ and 	 represent
the smallest time and frequency windows for sampling the
quantity of interest, e.g., the photoemission spectrum. With
a sufficiently large timescale separation (17), it is possible
to choose 	 = 1/τ without violating the conditions τ 	 δt
and 	 	 δω. With this, the average (18), with G replaced by
−iG<, is the expression for the time-resolved photoemission
spectrum [51,52], computed with a Gaussian probe pulse of
duration τ and spectral resolution 	 = 1/τ , and therefore has
a well-defined interpretation in terms of an occupied density
of states. In addition, this implies that the expression is real
and positive, which can be proven by casting Eq. (18) in the
form of a complete square using a Lehmann representation for
the Green’s function. In the same way, iG>(ω, t ) can be inter-
preted as the unoccupied density of states (electron addition
spectrum), and the spectral function A(ω, t ) = [G>(ω, t ) −
G<(ω, t )]/(−2π i) has the usual meaning of a single-particle
density of states in the many-body system. Furthermore, we
remark that by choosing 	 = 1/τ we never violate the uncer-
tainty principle since 	τ = 1 (h̄ = 1).

The QBE provides an equation of motion for the spec-
tral and occupation functions (13) and (15) in the limit of
well-separated times [16]. Most importantly, the limit (17) al-
lows for the simplification of the convolution [A ∗ B](t, t ′) =∫

dt̄ A(t, t̄ )B(t̄, t ′) of two real-time functions A and B. In
mathematical terms, the Wigner transform of the convolution
is given by the Moyal product

[A ∗ B](ω, t ) = e
i
2 [∂A

t ∂B
ω−∂B

t ∂A
ω ]A(ω, t )B(ω, t ). (19)

If Eqs. (16) and (17) hold for A and B, the Moyal product can
be simplified by considering only the leading term

[A ∗ B](ω, t ) ≈ A(ω, t )B(ω, t ) (20)

because |∂t A ∂ωB| 	 |AB|. This is the so-called gradient ap-
proximation. In a time-evolving state, Eq. (9) is generalized to
the ansatz

G<
k (t, t ′) = [

Fk ∗ GA
k

]
(t, t ′) − [

GR
k ∗ Fk

]
(t, t ′), (21)
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where Fk(t, t ′) depends on two times, and GA
k (t, t ′) =

GR
k (t ′, t )† is the advanced Green’s function. By applying the

gradient approximation (20) to this ansatz, we obtain the fac-
torization

G<
k (ω, t ) = 2π iAk(ω, t )Fk(ω, t ), (22)

equivalent to Eq. (15), using GA
k (ω, t ) = GR

k (ω, t )†. We note
that, in general, Eq. (22) can violate the causal structure
of the Kadanoff-Baym differential equations [34]. Our ap-
proximation is nevertheless controlled by the separation
of timescales, which will be tested in Sec. III D, and
leads to a well-defined time-evolution scheme within this
approximation.

In order to derive the QBE for the evolution of the distri-
bution function Fk, one can consider the equations of motion
for the Green’s function. For a noninteracting system with
Green’s function Gk(t, t ′) = −i〈TCck(t )c†

k(t ′)〉 this is written
as

{
G−1

k ∗ Gk
}
(t, t ′) = δC (t, t ′), (23)

G−1
k (t, t ′) = [i∂t + μ − hk(t )]δC (t, t ′), (24)

where δC (t, t ′) represents the delta function on the Keldysh
contour and μ is the chemical potential of the system. In the
following, it will be convenient to also include the Hartree and
Fock self-energies into the dispersion hk(t ). To include corre-
lations we take into account the contour-ordered self-energy
�(t, t ′) and obtain the interacting Green’s function G via the
Dyson equation

{[(Gk)−1 − �k] ∗ Gk}(t, t ′) = δC (t, t ′) (25)

on the Keldysh contour. From the Dyson equation for the
lesser component, [(GR

k )−1 − �R
k ] ∗ G<

k = �<
k ∗ GA

k , and the
ansatz (21), we get

(
GR

k

)−1 ∗ Fk − Fk ∗ (
GA

k

)−1

= �<
k + �R

k ∗ Fk − Fk ∗ �A
k . (26)

(Real-time arguments are shown only where otherwise am-
biguous.) We thus obtain the equation of motion for Fk(t, t ′):

i(∂t + ∂t ′ )Fk(t, t ′) = hk(t )Fk(t, t ′) − Fk(t, t ′)hk(t ′)

+ �<
k + �R

k ∗ Fk − Fk ∗ �A
k . (27)

Equation (27) is still exact. To obtain the QBE, we then use
the gradient approximation (20) to rewrite Eq. (27) as

∂t Fk(ω, t ) = −i[hk(t ), Fk(ω, t )] + Ik(ω, t ), (28)

Ik(ω, t ) = −i
[
�R

k (ω, t )Fk(ω, t ) − Fk(ω, t )�A
k (ω, t )

+ �<
k (ω, t )

]
, (29)

where Ik(ω, t ) is the scattering integral. This equation is com-
pleted by the Dyson equation for the retarded Green’s function
to leading order in the gradient approximation

GR
k (ω, t ) = [

ω + i0 + μ − hk(t ) − �R
k (ω, t )

]−1
. (30)

This set of equations must be combined with a given expres-
sion for the self-energy. For example, a simple perturbative

expression would be a second-order diagram in terms of a
two-particle density-density interaction vq:

�k(t, t ′) =
∑
k′,q

v2
qGk′+q(t, t ′)Gk′ (t ′, t )Gk′−q(t, t ′). (31)

Such an analytic perturbative expression for � can then be
evaluated in the gradient approximation, thus closing the
equation. In the following, we discuss a strategy to incorporate
a nonperturbative self-energy approximation like DMFT into
the QBE formalism, in which an explicit analytical expression
for � is not given.

C. Nonperturbative evaluation of the scattering integral

In general, the self-energy includes contributions from the
interaction, and a possible coupling to a noninteracting envi-
ronment, which can be used to represent thermal and particle
reservoirs [32,53,54]. In the following, we write � = �int +
�, where �int is the interaction contribution, and � represents
the noninteracting reservoirs. Evaluating the interaction self-
energy is the main challenge. We assume that the interaction
self-energy �int(t, t ′) = �̂skel

k,t,t ′ [G] is a functional of the full
Green’s function G, as obtained in particular as the so-called
skeleton expansion through derivatives of the Luttinger-Ward
functional [55] for any conserving approximation [56]. DMFT
and its extensions can be cast in this language [33]. A sim-
ple perturbative example would be the second-order diagram,
Eq. (31). (For the application to DMFT below, � will be given
in terms of the noninteracting impurity Green’s function G,
which however itself is determined by G through the self-
consistency.) Let us now imagine a system which has the same
interaction but general noninteracting reservoirs so that the
system resides in a nonequilibrium steady state (NESS) with
steady-state spectrum Āk(ω), and the steady-state distribution
F̄k(ω). Evaluation of the full skeleton functional �̂skel

k,t,t ′ [G] at
the translationally invariant Green’s function Ḡ[Ā, F̄ ] defines
a nonequilibrium steady-state functional through the Wigner
transform (12):

�̂NESS-skel
k,ω [Ā, F̄ ] =

∫
ds eiωs �̂skel

k,s/2,−s/2[Ḡ]. (32)

This skeleton functional is universal in the sense that it para-
metrically depends only on the interaction [57], but not on
the single-particle part of the Hamiltonian, and hence the
functional (32) is independent of the choice of the reservoirs.
In order to write the equations below in a more compact form,
we note that the self-consistent evaluation of the functional
(32), together with the steady-state Dyson equation for the
retarded function

Āk(ω) = − 1

π
Im

1

ω+ + μ − h̄k − �̄R
k (ω) − �̄R

int,k(ω)
(33)

and given h̄k and �̄R
k (ω), implicitly defines a steady-state

functional of the self-energy and the spectral function in terms
of the distribution function only, which we will denote by

�̂NESS
k,ω

[
F̄ ; h̄k, �̄

R
k

]
, ÂNESS

k,ω

[
F̄ ; h̄k, �̄

R
k

]
. (34)

Back to the QBE: at each order of a diagrammatic ex-
pression, the two-time self-energy �int(t, t ′) can be written
as a sum of convolutions and products of the full Green’s
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function G. In each of these terms, one can consistently use the
leading order of the gradient approximation, in combination
with the factorization (22). This procedure would be the same
as evaluating �̂skel

int,k,t,t ′ [Ḡ] with a time-translationally invariant
function Ḡ with spectral function Āk(ω) = Ak(ω, t ) and dis-
tribution function F̄k(ω) = Fk(ω, t ). Hence, the self-energy in
the gradient approximation amounts to evaluating the NESS
functional (32):

�int,k(ω, t ) = �̂skel-NESS
k,ω [A(·, t ), F (·, t )]. (35)

Here the notation X (·, t ) of the functional arguments X =
A, F indicates that the latter are considered as function of all
their arguments except for t , which is considered as a fixed
parameter. With Eq. (34), the QBE is now formally written as

∂t Fk(ω, t ) = −i[hk(t ), Fk(ω, t )] + Ik,ω[F (·, t )], (36)

Ik,ω[F (·, t )] = −i
[
�R

k (ω, t )Fk(ω, t ) − Fk(ω, t )�A
k (ω, t )

+ �<
k (ω, t )

]
, (37)

where in the second line � = �int + �, with

�int,k(ω, t ) = �̂NESS
k,ω

[
F (·, t ); hk(t ), �R

k (·, t )
]
. (38)

In addition, the spectral function is given by

Ak(ω, t ) = ÂNESS
k,ω

[
F (·, t ); hk(t ), �R

k (·, t )
]
. (39)

Physically, the last equation (39) means that we allow the
electronic distribution function to instantaneously influence
the electronic structure of the material. We will therefore refer
to Eq. (39) as the instantaneous response approximation.

Equations (36)–(39) now provide a closed set of time-
dependent equations. This implicit scheme allows a nonper-
turbative evaluation of the QBE, provided that an efficient
numerical description of a NESS is available: To evalu-
ate �̂NESS

k,ω [F (·, t ), ...] and Ak(ω, t ) = ÂNESS
k,ω [F (·, t ), ...] for a

given distribution function F̄ , we choose an auxiliary steady-
state system with reservoir self-energy �̄R

k (ω) = �R
k (ω, t ),

while the bath occupation function, and hence �̄<
k (ω), is

treated as a free parameter. The latter is chosen such that the
solution F̄k(ω) gives the prescribed Fk(ω, t ), after which the
outcomes Āk(ω) and �̄int,k(ω) are used to evaluate (38) and
(39). In particular, within nonequilibrium DMFT, where only
local self-energies need to be evaluated in a quantum impu-
rity model, several promising nonperturbative techniques are
available that can directly target such nonequilibrium states
(see discussion in Sec. IV). Once Eqs. (38) and (39) can be
evaluated for a given F , the QBE equation (36) can be solved
as any differential equation. (In the implementation below, we
use a simple Runge-Kutta algorithm.)

In the following two sections, we will adapt the general
QBE formalism to the nonequilibrium DMFT framework.
Before that, we conclude this section with a side remark: It is
known even in equilibrium that the self-consistent solution of
the Dyson equation with a skeleton self-energy functional can
have multiple unphysical solutions [58]. However, a possible
multivaluedness of the functional (34) will not be a problem
here. The functions Ak(ω, t ), Fk(ω, t ), and �k(ω, t ) evolve
continuously as a function of time, so that even if unphysical
steady-state solutions exist for a given distribution function,
the physical solution is always selected by the requirement

of continuity and the initial condition. On the other hand,
if the system would evolve as a function of time into a
branching point where multiple solutions of Eq. (34) meet,
this would hint at a rather unconventional dynamical behavior.
For example, in equilibrium it is known that the multivalued-
ness of self-consistent perturbation theory is related to vertex
singularities [59], and in the Hubbard model these vertex sin-
gularities apparently fall together with the dynamical critical
point found in Ref. [60].

D. Scattering integral in DMFT

Within DMFT, one maps the lattice model (2) onto an
effective single-site impurity model. The impurity site has the
same interaction as a site in the lattice, and its coupling to
the environment is described by the so-called hybridization
function (t, t ′), which is self-consistently determined such
that the local (k-averaged) lattice Green’s function

Gloc(t, t ′) =
∑

k

Gk(t, t ′) (40)

coincides with the impurity Green’s function. The key ap-
proximation of DMFT is that the lattice self-energy is local
in space (independent of k), and one requires the local lat-
tice self-energy to be identical to the impurity self-energy.
In detail, the impurity model is defined by an action

S = −i
∫
C

dt Hloc(t ) − i
∫
C

dt dt ′ ∑
σ

c†
σ (t )(t, t ′)cσ (t ′),

(41)

in terms of the self-consistent hybridization function. The
noninteracting Green’s function G is determined by the Dyson
equation

G−1(t, t ′) = [i∂t + μ − h(t )]δC (t, t ′) − (t, t ′), (42)

where h(t ) is the single-particle Hamiltonian in the impurity
model. The interacting impurity Green’s function is given by

G−1
imp = G−1 − �imp, (43)

and the self-consistency requires

Gimp = Gloc, �imp = �. (44)

The self-consistent impurity model provides an implicit
way to evaluate a nonperturbative expression �̂int[Gloc] for a
local self-energy in terms of a local Green’s function. Along
the line of the previous section, we can therefore use an impu-
rity model in a NESS to construct the steady-state functional
(38) for the local self-energy. An impurity model in the steady
state simply implies that the hybridization function itself is
translationally invariant in time, and is specified through its
retarded and lesser components R(ω) and <(ω).

The evaluation of the functionals (38) and (39) within
DMFT, for a given distribution function F̄k(ω), depends on
the type of impurity solver. Below we exemplify this for an
impurity solver which determines the self-energy from an
expansion in terms of the noninteracting impurity Green’s
function Ḡ (such as weak-coupling Keldysh quantum Monte
Carlo or iterated perturbation theory):
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(1) Start with some guess for �̄R
int(ω) and �̄<

int(ω), and
calculate the k-dependent lattice Green’s functions [Eq. (30)
with k-independent self-energy]

ḠR
k (ω) = [

ω + μ − h̄k − �̄R
k (ω) − �̄R

int(ω)
]−1

(45)

and the spectrum Āk(ω) = − 1
π

ImGR
k (ω + i0).

(2) Determine the lesser Green’s function from the given
distribution function

Ḡ<
k (ω) = 2π iF̄k(ω)Āk(ω). (46)

(3) Calculate the local lattice Green’s functions

ḠR,<
loc (ω) =

∑
k

ḠR,<
k (ω, t ). (47)

(4) Express the noninteracting Green’s function G of the
impurity model in terms of �imp of Gimp using the Dyson
equation for the impurity model [Eqs. (42) and (43)] in the
steady state. For example, this can be written as

GR(ω) = [
GR

imp(ω)−1 + �R
imp(ω)

]−1
, (48)

<(ω) = GR
imp(ω)−1G<

imp(ω)GA
imp(ω)−1 − �<

imp(ω), (49)

G<(ω) = GR(ω)<GA(ω), (50)

Solve these equations for G(ω) using the DMFT self-
consistency for the lattice and impurity quantities �imp(ω) =
�̄int(ω) and Gimp(ω) = Ḡloc(ω).

(5) Calculate a new �imp by using an expansion in GR(ω).
(6) Set �̄R,<

int (ω) = �R,<
imp (ω), and iterate steps (2) to (5)

until convergence.
This iteration is basically a steady-state nonequilibrium

DMFT simulation where the distribution function of the sys-
tem is prescribed and the distribution of the reservoirs is
determined, in contrast to conventional steady-state DMFT
where the distribution function of the system is determined
by reservoirs with a given distribution function.

III. COMPARISON TO THE FULL DMFT SIMULATION

A. Model

As a first test case for the methodology, we study the
particle-hole-symmetric single-band Hubbard model

Ĥ = −th
∑

〈i, j〉,σ
c†

iσ c jσ + U
∑

j

(
n̂ j↑ − 1

2

)(
n̂ j↓ − 1

2

)
. (51)

Here c j,σ denotes the annihilation operator for a fermion
with spin σ ∈ {↑,↓} at lattice site j, n̂ jσ = c†

jσ c jσ is the
particle-number operator, th the hopping matrix element be-
tween nearest-neighbor sites, and U the onsite interaction
strength. The actual simulations assume a semielliptic local
density of states D(ε) = √

4 − ε2/(2π ) for the noninteracting
model with bandwidth 4, corresponding to a Bethe lattice
with hopping th = 1. The latter sets the unit of energy, and
its inverse defines the unit of time (h̄ = 1).

The system is studied in the metallic regime, where U is
smaller than the bandwidth. Initially, the system is in equi-
librium with a inverse temperature β. Within a short time
interval, we then create a nonthermal population of electrons
and holes similar to a photoexcited population (the precise
protocol is given below). This nonthermal population will then

relax under the influence of the electron-electron interaction
and the coupling to a phonon bath, and we compare a simula-
tion of this relaxation dynamics within the full nonequilibrium
DMFT simulation and the QBE.

For the excitation, we shortly couple a fermionic reservoir
with density of states

Abath(ω) = A(ω − 2.5) + A(ω + 2.5) (52)

consisting of two smooth bands with bandwidth Wbath =
6 around the energies ω = ±2.5; we choose A(ω) =
1
π

cos2(πω/Wbath) in the interval [−Wbath/2,Wbath/2] [see
dashed line at the bottom of Fig 1(c) for Abath(ω)]. Choosing
a population inversion in this reservoir will lead to a rapid
transfer of electrons from the system into the negative-energy
part of the reservoir, and of electrons from the positive-energy
part of the bath to the system, thus generating an electron
transfer similar to a photoexcitation process. The bath adds
a local contribution �(t, t ′) to the self-energy (as obtained by
integrating out the bath)

�(t, t ′) = V (t )Gbath(t, t ′)V (t ′)∗, (53)

where V (t ) is the time profile of the coupling, and Gbath(t, t ′)
is the bath Green’s function

GR
bath(t, t ′) = −iθ (t − t ′)

∫
dω e−iω(t−t ′ )Abath(ω), (54)

G<
bath(t, t ′) = i

∫
dω e−iω(t−t ′ ) fbath(ω)Abath(ω). (55)

The bath occupation fbath(ω) = f−β (ω) is taken to be,
during the whole time evolution of the system, a negative-
temperature Fermi-Dirac distribution (population inversion),
and the switching profile V (t ) = 0.75 sin2[π/5(t − t0)] is
centered around an early time t0 = 27.5 with a duration of
just five inverse hoppings. In general, the QBE is expected to
describe the evolution of the system only on timescales much
longer than the inverse hopping, so that these details of the
excitation protocol are not important for this study. Indeed,
the signature of the specific excitation protocol is often wiped
out by the fast electronic dynamics in solid-state systems,
while we concentrate here on the slow evolution which can
be described by the QBE.

The coupling to the bosonic bath is included via a local
electron-phonon self-energy �ph. In order for the bosons to
act as heat bath, we need to neglect the back action of the
electrons on the phonons, and we take �ph to be the simple
first-order diagram of a local electron-phonon interaction

�ph(t, t ′) = g2G(t, t ′)Dph(t, t ′), (56)

where G is the fully interacting local electron Green’s func-
tion of the system, g measures the electron-phonon coupling
strength, and Dph is the propagator for free bosons with an
Ohmic density of states ω

4ω2
ph

exp(−ω/ωph) with exponential

cutoff ωph = 0.2. The occupation function of bosons is kept
in equilibrium with inverse temperature β. The temperature
of the heat bath is the same as the initial one of the system in
equilibrium, such that the system will eventually thermalize
back to its initial temperature long after the excitation.
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FIG. 1. (a) Energy −EDMFT obtained from the full DMFT solution (interaction U = 3, initial inverse temperature β = 20, electron-phonon
coupling g2 = 0.5). Colored dots indicate the energies obtained from the auxiliary steady state ANESS

ω [F ] [Eq. (66)], for different initial times t0

at which the distribution functions F (ω, t0) are taken from the DMFT solution and copied in the auxiliary steady-state problem. (b) Distribution
functions F (ω, t0) obtained from the full DMFT solution, at times t0 corresponding to the dots in (a), and copied in the auxiliary steady-state
problem. (c) Dashed lines show the spectrum A(ω, t0 ) at various initial times, obtained from the full DMFT solution. Solid lines show the
spectra obtained from the auxiliary steady state ANESS

ω [F ] [Eq. (66)], evaluated with the distribution functions F (ω, t0 ) in (b) taken from the
DMFT solution. The dotted line at the bottom of (c) shows the (rescaled) spectral function Abath(ω) [Eq. (52)] for the excitation bath (the
shaded orange area shows the occupied density of states for the bath), and the shaded area in (a) the time window over which this bath is
coupled to the system.

B. Full DMFT solution

For the semielliptic density of states, the DMFT self-
consistency can be formulated in closed form, and the
hybridization of the impurity model is simply given by [32,33]

(t, t ′) = G(t, t ′) + �(t, t ′) (57)

in terms of the local Green’s function G. With the noninter-
acting Green’s function of the impurity model [Eq. (42)], the
Dyson equation for the impurity model reads as

G−1(t, t ′) = G−1(t, t ′) − �int(t, t ′). (58)

Here

�int(t, t ′) = �U (t, t ′) + �ph(t, t ′) (59)

is the interaction self-energy due to the electron phonon inter-
action and the Hubbard interaction. The latter is determined
using the iterated perturbation theory (IPT) impurity solver,
i.e., a second-order expansion in terms of G,

�U (t, t ′) = U 2G(t, t ′)G(t, t ′)G(t ′, t ). (60)

In addition, the local energy h(t ) in Eq. (42) is the Hartree self-
energy h(t ) = Unσ (t ) with the density nσ (t ) per spin. In the
present case we study a half-filled system, so that μ = U/2
and μ + h(t ) = 0.

The IPT approximation is based on a second-order di-
agrammatic evaluation of the self-energy in terms of the
Weiss field G, that is the free impurity Green’s function self-
consistently determined in the DMFT iterations, rather than
the bare noninteracting electron propagator. Viewed in terms
of the bare Green’s function, this corresponds to a nontrivial
resummation of diagrams to infinite order. For this reason, the
approximation turns out to be correct for the atomic limit of
the half-filled Hubbard model in equilibrium [33], and thus
provides a reasonable interpolation between the two exact
limits U = 0 (metallic limit) and t = 0 (atomic limit). It qual-
itatively reproduces the DMFT equilibrium phase diagram of

the half-filled Hubbard model and the Mott metal-insulator
transition in the paramagnetic phase [33,61]. Quantitatively,
deviations from quantum Monte Carlo (exact solver) start to
appear in equilibrium around U ≈ 3 in the weak-coupling
regime [61]. For what concerns the nonequilibrium dynamics,
the total energy is nicely conserved during the time evolution
for values of U � 3 [61]. In this study, we therefore limit
ourselves to U � 3, so that the expansion of the self-energy
� in terms of the Weiss-field propagator G is appropriate both
at equilibrium and in nonequilibrium.

The self-consistent solution of the system of Eqs. (57) to
(60), together with the excitation and phonon self-energies
(56) and (53), determines the time evolution of the physical
system. The equations are solved on the Keldysh contour
using the NESSi simulation package [38]. For the comparison
with the QBE, the local spectral function and distribution
function are then extracted from the Wigner transform of the
local Green’s function

A(ω, t ) = − 1

π
ImGR(ω + i0, t ), (61)

F (ω, t ) = G<(ω, t )

2π iA(ω, t )
. (62)

Furthermore, we compute the total energy as

EDMFT = −2i( ∗ G)<(t, t ) − i(�int ∗ G)<(t, t ). (63)

The first and second terms represent the kinetic and interaction
energy, respectively, with a factor 2 in the kinetic energy for
the summation over spin components.

C. QBE formulation

For the present model, for which a closed set of equations is
given in terms of local (momentum-averaged) quantities, the
QBE can be derived directly for the local quantities. Instead
of deriving Eqs. (28) and (29) from the lattice Dyson equation
(25), one can perform an analogous argument directly for the
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Dyson equation of the DMFT impurity model [Eq. (58)]. This
leads to a local QBE

∂t F (ω, t ) = I[F (·)], (64)

I[F (·)] = −i{[�<(ω, t ) + <(ω, t )]

+ [�R(ω, t ) + R(ω, t )]F (ω, t )

− F (ω, t )[�A(ω, t ) + A(ω, t )]}, (65)

where again � = � + �int, and

�int(ω, t ) =�NESS
ω [F (·, t )], A(ω, t ) = ANESS

ω [F (·, t )], (66)

�(ω, t ), and the spectrum A(ω, t ) are understood in terms
of an auxiliary steady-state impurity model with given pre-
scribed distribution function F̄ (ω) = F (ω, t ). The evaluation
of these functionals is again done iteratively:

(1) Start from a guess for �̄int(ω). Solve the steady-state
variant of Eq. (58) for ḠR(ω),

ḠR(ω) = [
ω + μ − h̄ − R(ω) − �̄R

int(ω)
]−1

, (67)

and determine Ā(ω) = − 1
π

ḠR(ω + i0).
(2) Determine the lesser Green’s function from the given

distribution function Ḡ<(ω) = 2π iF̄ (ω)Ā(ω).
(3) Use the self-consistency equation (57) to fix the hy-

bridization function of the effective steady-state impurity
model (ω) = Ḡ(ω) + �(ω).

(4) Solve the impurity model. With IPT as an impurity
solver, we first determine G(ω) from (ω),

GR(ω) = [ω + μ − h(t ) − R(ω)]−1, (68)

G<(ω) = GR(ω)<(ω)GA(ω), (69)

transform to real time, evaluate Eq. (60), and transform back
to frequency space to obtain �R,<

U (ω). Similarly, �R,<
ph (ω) is

evaluated.
(5) Set �̄int(ω) = �U (ω) + �ph(ω), and iterate steps (2)–

(5) until convergence.
The iteration serves as a way to evaluate �NESS[F (·, t )].

The differential equation (64) is then solved using a Runge-
Kutta algorithm. In addition to the spectral and distribution
functions, we then compute the total energy

EQBE = 1

2π

∫
dω{−2i[(ω)G(ω)]< − i[�int(ω)G(ω)]<}

(70)

in order to compare with the full solution (63).

D. Results and discussion

In this section, we compare the QBE description with the
full solution of the KB equations for the setting introduced
in Sec. III A. Figure 1(a) shows the evolution of the energy
in the full DMFT solution, which increases during the short
excitation window, and subsequently relaxes back to the initial
state due to electron thermalization and the electron-phonon
interaction. Figures 1(b) and 1(c) then show the spectra and
distribution functions at some points in time. In the initial and
final states the spectrum has a central peak, representing a
band of renormalized quasiparticles, which coexists with two

Hubbard bands around ω = ±U/2. In equilibrium, with in-
creasing T , the quasiparticle peak would be replaced by a dip
in the spectral function, indicating that the high-temperature
state is a bad metal without coherent quasiparticles. After
the excitation, the distribution function is highly nonthermal,
and the quasiparticle band is strongly suppressed. With time,
F (ω, t ) approaches back the shape of an approximate Fermi
distribution (electron thermalization), and simultaneously the
effective temperature of this distribution relaxes back to the
initial 1/β. Together with this evolution of the distribution
function, the quasiparticle peak in the spectrum is reformed.

Before computing the time evolution generated by the
QBE, we can independently evaluate the quality of the aux-
iliary steady-state representation of the spectra at each given
time, i.e., the accuracy of the functional ANESS

ω [F ] [Eq. (66)]:
We take the distribution function F (ω, t0) from the full so-
lution at a given time t0, evaluate ANESS

ω [F̄ ] with F̄ (ω) =
F (ω, t0) as described below Eq. (66) to compute a steady-state
spectrum Ā(ω), and compare the result with the full solution
A(ω, t0). In Fig. 1(c), dashed lines correspond to the DMFT
solution A(ω, t0), while solid lines show the corresponding
Ā(ω). The comparison is perfect, even for relatively early
times. Only for times immediately after the ultrafast excitation
(t = 30), where the gradient approximation is not supposed
to work, can one observe a failure of the auxiliary steady-
state representation. We can therefore affirm that the density
of states can be very accurately obtained as a steady-state
functional of the distribution function, even in the correlated
metallic regime. For smaller values of U , the agreement is as
good (not shown here). We note that, in the context of strongly
correlated systems, we have concentrated here on the weak-to-
intermediate coupling U � Uc/2, with Uc the critical value for
the Mott transition in the paramagnetic phase. The scattering
integral evaluated by IPT (or DMFT plus weak-coupling ex-
pansion) is, however, already significantly different from the
bare perturbation theory, and particularly contains the infor-
mation of the Mott metal-insulator transition. Furthermore,
not only the density of states can be very accurately obtained
as a steady-state functional of the distribution function, but
the whole Green’s function and self-energy: The energy val-
ues represented by colored dots in Fig. 1(a), calculated with
Eq. (70), exactly match the ones of the full DMFT code at the
same time, calculated with Eq. (63).

In passing, we note that a nonequilibrium spectral function
A(ω, t ) defined by the Wigner transform (12) is real (Her-
mitian) by construction, but not necessarily positive, while
a steady-state fermionic spectral function is always positive.
Moreover, for numerical reasons, for short times the integral
in the Wigner transform (12) is truncated, possibly leading to
small artifacts. In practice, the relation F (ω, t ) = F̄ (ω) will
therefore not be enforced exactly, but as a best fit. It should
be noted, however, that the positivity of A(ω, t ) and F (ω, t )
is indeed satisfied wherever the gradient approximation is ac-
curate, as discussed in connection with Eq. (18). In particular,
as one can see from Fig. 1(b), the distribution functions are
already positive in the relevant time interval for the present
case.

Next, we compare the relaxation dynamics of the system in
the two descriptions. For this, we simply take the distribution
function F (ω, t0) at a given time t0 from the full DMFT
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FIG. 2. Time evolution of the total energy for U = 1 (a), U = 2 (b), and U = 3 (c) (initial inverse temperature β = 20, electron-phonon
coupling g2 = 0.5). The black dashed lines show the energy −EDMFT obtained from the full DMFT evolution, solid lines show the energy
−EQBE obtained from the QBE. The QBE is started at different times t0 (indicated by the dots at the beginning of the dashed lines), taking the
distribution function FDMFT(ω, t0 ) as an initial state for a solution of the QBE at times t > t0.

solution as an initial state for a solution of the QBE for t > t0.
The time evolution of the energy is shown in Fig. 2 for three
different values of U , and different starting times t0 of the
QBE simulation. For small values of U [U = 1 and 2 in
Figs. 2(a) and 2(b), respectively], the energy relaxation rate
obtained from the QBE is almost identical to the one from full
DMFT. For U = 3 [Fig. 2(c)], one can observe a difference in
the magnitude of the time constants related to the relaxation
of the total energy in the two approaches. In particular, the
QBE presents an artificially faster relaxation with respect

to the full DMFT solution. This indicates that the gradient
approximation is less justified for U = 3, which could be
related to the existence of a more narrow quasiparticle band.
As the starting point t0 of the Boltzmann code shifts forward in
time, the difference between the time evolution of the energies
becomes less pronounced. If one decreases the coupling g2

with the phonon bath (not shown), the relaxation dynamics
of the system is slowed down, the gradient approximation is
more justified, and the difference in the energy relaxation rate
in the two approaches is less pronounced.

FIG. 3. Distribution function (upper panels) and spectral function (lower panels) obtained from the full DMFT solution (left panels) and
the QBE (right panels) one at U = 3. The QBE takes the DMFT distribution function F (ω, t0) at time t0 = 32 as initial state for the evolution
at t > t0 (initial inverse temperature β = 20, electron phonon coupling g2 = 0.5).
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Although the relaxation rate for the energy in the QBE
seems to be overestimated for larger values of U , Fig. 3 shows
that the spectra and distribution functions obtained from the
full DMFT and the QBE follow the same qualitative behavior,
i.e., a relaxation of F (ω, t ) to a Fermi function together with
an evolution of the temperature in this Fermi function towards
the initial temperature.

IV. CONCLUSION

In conclusion, we developed a kinetic equation which
works without the need to assume the existence of quasiparti-
cles with well-defined dispersion εk and, above all, evaluates
the scattering integral in a nonperturbative manner. In partic-
ular, a scattering integral which is consistent with DMFT is
obtained by extracting self-energies from a quantum impurity
model in an auxiliary nonequilibrium steady state. Most im-
portantly, this guarantees that the final state of the evolution
is a proper description of the fully interacting state of the
correlated electron system. This makes the present formalism
unique with respect to conventional quantum kinetic ap-
proaches based on perturbative scattering integrals or certain
assumptions on the spectral function, such as the rigidity of
density of states during the time evolution, or the quasiparticle
approximation. While for full nonequilibrium Green’s func-
tion simulations the numerical effort for the propagation over
a time interval tmax scales with O(t3

max), and the required mem-
ory scales with O(t2

max), in the QBE the numerical effort is lin-
ear with tmax and the memory required is independent of tmax.

We have tested the framework on the relaxation of the
electronic state in a correlated metal after a population transfer
that simulates a photoexcitation. One assumption of the QBE,
i.e., that the spectra at the correlated system can be obtained
from an auxiliary steady state, is found to be satisfied with
remarkable accuracy. Moreover, the relaxation dynamics for
both spectral functions and distribution functions within the
full nonequilibrium DMFT simulation and the QBE are con-
sistent. Quantitatively, the gradient approximation underlying
the QBE leads to a slight overestimation of the relaxation rate.
Whether this can be corrected by higher-order expansions of
the gradient approximation is left for future investigations.

The success of the QBE approach for the present setting
motivates an application to different models. In particular, this

includes symmetry-broken states where interesting long-time
phenomena have been observed [62], and the evolution of the
Mott phase, where already a QBE with an ad hoc scattering
integral has shown relative success [42]. Possible applica-
tions of the formalism include the evolution of the density of
states in correlated systems, in particular multiorbital systems
where a pronounced effect of the redistribution of weight has
already been discussed using quasiparticle kinetic equations
[63]. In this context, the method can be combined with GW
[6] or DMFT+GW [64], which have demonstrated again a
pronounced dependence of the spectra on the distribution. In
general, the QBE is potentially most efficient in situations
which naturally have a large separation of timescales. Exam-
ples include the coupled electron lattice dynamics, and the
evolution of “photodoped” systems, in which some electronic
variables (in particular the occupation of different Hubbard
subbands) evolve on the picosecond timescale. The result-
ing states may be described as quasisteady states, where
these slow variables become quasithermodynamic quantities
which determine new phases like excitonic order and super-
conductivity. For example, a quasi-steady-state approach has
recently been used to explore η-pairing superconductivity in
the photodoped Hubbard model [49,65]. The QBE provides
the leading correction to such a quasisteady approach, and
allows to determine the lifetime or potential metastability
of such long-lived states. Finally, another interesting per-
spective of the approach is that there are several promising
numerical approaches to study nonequilibrium steady states
within DMFT. This includes variants of the strong-coupling
expansion [66,67], matrix product states [68], auxiliary master
equations [69], or quantum Monte Carlo [70,71]. The QBE
formalism would allow these nonperturbative techniques to
access not only true steady states, but also nonequilibrium
states of correlated electrons on the picosecond timescale rel-
evant for photoinduced phase transition and collective orders.
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[34] P. Lipavský, V. Špička, and B. Velický, Phys. Rev. B 34, 6933
(1986).

[35] N. Schlünzen, J.-P. Joost, and M. Bonitz, Phys. Rev. Lett. 124,
076601 (2020).

[36] M. Schüler, J. C. Budich, and P. Werner, Phys. Rev. B 100,
041101(R) (2019).

[37] Y. Murakami, M. Schüler, S. Takayoshi, and P. Werner, Phys.
Rev. B 101, 035203 (2020).

[38] M. Schüler, U. De Giovannini, H. Hübener, A. Rubio, M. A.
Sentef, T. P. Devereaux, and P. Werner, Phys. Rev. X 10, 041013
(2020).

[39] E. Perfetto and G. Stefanucci, J. Phys.: Condens. Matter 30,
465901 (2018).

[40] M. Schüler, M. Eckstein, and P. Werner, Phys. Rev. B 97,
245129 (2018).

[41] J. Kaye and D. Golež, SciPost Phys. 10. 91 (2021).
[42] M. Wais, M. Eckstein, R. Fischer, P. Werner, M. Battiato, and

K. Held, Phys. Rev. B 98, 134312 (2018).
[43] M. Wais, J. Kaufmann, M. Battiato, and K. Held, Phys. Rev. B

103, 205141 (2021).
[44] A. V. Joura, J. K. Freericks, and T. Pruschke, Phys. Rev. Lett.

101, 196401 (2008).
[45] J. Li, C. Aron, G. Kotliar, and J. E. Han, Phys. Rev. Lett. 114,

226403 (2015).
[46] I. Titvinidze, M. E. Sorantin, A. Dorda, W. von der Linden, and

E. Arrigoni, Phys. Rev. B 98, 035146 (2018).
[47] A. Matthies, J. Li, and M. Eckstein, Phys. Rev. B 98, 180502(R)

(2018).
[48] O. Scarlatella, A. A. Clerk, R. Fazio, and M. Schirò, Phys. Rev.

X 11, 031018 (2021).
[49] J. Li, D. Golez, P. Werner, and M. Eckstein, Phys. Rev. B 102,

165136 (2020).
[50] J. Panas, M. Pasek, A. Dhar, T. Qin, A. Geißler, M. Hafez-

Torbati, M. E. Sorantin, I. Titvinidze, and W. Hofstetter, Phys.
Rev. B 99, 115125 (2019).

[51] J. K. Freericks, H. R. Krishnamurthy, and T. Pruschke, Phys.
Rev. Lett. 102, 136401 (2009).

[52] M. Eckstein and M. Kollar, Phys. Rev. B 78, 245113 (2008).
[53] N. Tsuji, T. Oka, and H. Aoki, Phys. Rev. Lett. 103, 047403

(2009).
[54] M. Büttiker, Phys. Rev. B 32, 1846 (1985).
[55] J. M. Luttinger and J. C. Ward, Phys. Rev. 118, 1417 (1960).
[56] G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961).
[57] M. Potthoff, Eur. Phys. J. B 32, 429 (2003).
[58] E. Kozik, M. Ferrero, and A. Georges, Phys. Rev. Lett. 114,

156402 (2015).
[59] T. Schäfer, G. Rohringer, O. Gunnarsson, S. Ciuchi, G.

Sangiovanni, and A. Toschi, Phys. Rev. Lett. 110, 246405
(2013).

[60] M. Eckstein, M. Kollar, and P. Werner, Phys. Rev. Lett. 103,
056403 (2009).

[61] N. Tsuji and P. Werner, Phys. Rev. B 88, 165115 (2013).
[62] A. Picano and M. Eckstein, Phys. Rev. B 103, 165118 (2021).
[63] Z. He and A. J. Millis, Phys. Rev. B 93, 115126 (2016).
[64] D. Golež, L. Boehnke, M. Eckstein, and P. Werner, Phys. Rev.

B 100, 041111(R) (2019).
[65] Y. Murakami, S. Takayoshi, T. Kaneko, Z. Sun, D. Golež, A. J.

Millis, and P. Werner, arXiv:2105.13560v1.
[66] O. Scarlatella and M. Schirò, arXiv:1904.07679.
[67] J. Li and M. Eckstein, Phys. Rev. B 103, 045133 (2021).
[68] F. Schwarz, I. Weymann, J. von Delft, and A. Weichselbaum,

Phys. Rev. Lett. 121, 137702 (2018).
[69] E. Arrigoni, M. Knap, and W. von der Linden, Phys. Rev. Lett.

110, 086403 (2013).
[70] R. E. V. Profumo, C. Groth, L. Messio, O. Parcollet, and X.

Waintal, Phys. Rev. B 91, 245154 (2015).
[71] C. Bertrand, S. Florens, O. Parcollet, and X. Waintal, Phys. Rev.

X 9, 041008 (2019).

085108-11

https://doi.org/10.1103/RevModPhys.83.863
https://doi.org/10.1103/PhysRevLett.93.142002
https://doi.org/10.1103/PhysRevLett.100.175702
https://doi.org/10.1103/PhysRevB.84.054304
https://doi.org/10.1088/1742-5468/2016/06/064009
https://doi.org/10.1006/aphy.1997.5703
https://doi.org/10.1103/PhysRevA.100.053617
https://doi.org/10.1146/annurev-conmatphys-020911-125045
https://doi.org/10.1103/PhysRevLett.110.086401
https://doi.org/10.1103/PhysRevLett.110.126401
https://doi.org/10.1103/PhysRevLett.117.096403
https://doi.org/10.1103/PhysRevB.103.L201116
https://doi.org/10.1103/PhysRevB.96.115133
https://doi.org/10.1103/PhysRevResearch.1.033214
https://doi.org/10.1103/PhysRevB.94.035121
https://doi.org/10.1103/PhysRevX.5.041005
https://doi.org/10.1038/ncomms13761
https://doi.org/10.1103/PhysRevB.95.165139
https://doi.org/10.1103/RevModPhys.86.779
https://doi.org/10.1103/RevModPhys.68.13
https://doi.org/10.1103/PhysRevB.34.6933
https://doi.org/10.1103/PhysRevLett.124.076601
https://doi.org/10.1103/PhysRevB.100.041101
https://doi.org/10.1103/PhysRevB.101.035203
https://doi.org/10.1103/PhysRevX.10.041013
https://doi.org/10.1088/1361-648X/aae675
https://doi.org/10.1103/PhysRevB.97.245129
https://doi.org/10.21468/SciPostPhys.10.4.091
https://doi.org/10.1103/PhysRevB.98.134312
https://doi.org/10.1103/PhysRevB.103.205141
https://doi.org/10.1103/PhysRevLett.101.196401
https://doi.org/10.1103/PhysRevLett.114.226403
https://doi.org/10.1103/PhysRevB.98.035146
https://doi.org/10.1103/PhysRevB.98.180502
https://doi.org/10.1103/PhysRevX.11.031018
https://doi.org/10.1103/PhysRevB.102.165136
https://doi.org/10.1103/PhysRevB.99.115125
https://doi.org/10.1103/PhysRevLett.102.136401
https://doi.org/10.1103/PhysRevB.78.245113
https://doi.org/10.1103/PhysRevLett.103.047403
https://doi.org/10.1103/PhysRevB.32.1846
https://doi.org/10.1103/PhysRev.118.1417
https://doi.org/10.1103/PhysRev.124.287
https://doi.org/10.1140/epjb/e2003-00121-8
https://doi.org/10.1103/PhysRevLett.114.156402
https://doi.org/10.1103/PhysRevLett.110.246405
https://doi.org/10.1103/PhysRevLett.103.056403
https://doi.org/10.1103/PhysRevB.88.165115
https://doi.org/10.1103/PhysRevB.103.165118
https://doi.org/10.1103/PhysRevB.93.115126
https://doi.org/10.1103/PhysRevB.100.041111
http://arxiv.org/abs/arXiv:2105.13560v1
http://arxiv.org/abs/arXiv:1904.07679
https://doi.org/10.1103/PhysRevB.103.045133
https://doi.org/10.1103/PhysRevLett.121.137702
https://doi.org/10.1103/PhysRevLett.110.086403
https://doi.org/10.1103/PhysRevB.91.245154
https://doi.org/10.1103/PhysRevX.9.041008

