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Observation of intermediate mixed state in high-purity cavity-grade Nb by magneto-optical imaging
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Suppression of the occurrence of remanent vortices is necessary to improve the quality factor of super-
conducting resonators. In particular, the flux-expulsion dynamics in Nb during cooling has become of major
interest to researchers focusing on superconducting cavities. To study the vortex states and their behavior in
high-purity cavity-grade Nb, we used a magneto-optical imaging technique to perform real-space observations
of the magnetic field distributions during the field-cooling and field-scanning processes. In the field-cooling
process, the distributions were observed to undergo phase separation into vortex and Meissner regions, as would
be expected in an intermediate mixed state (IMS). The vortex regions in the IMS, such as vortex bundles,
tend to be larger in higher fields, in contrast to the Meissner regions, which experience shrinkage. In the
field-scanning process, domelike field profiles, which indicate a geometrical barrier with very weak bulk pinning,
were observed. The existence of the IMS suggests that cavity-grade Nb is in a type-II/1 superconductor regime, in
which attractive interaction between vortices at a length scale of the penetration depth is crucial for the behavior
of vortices.

DOI: 10.1103/PhysRevB.104.064504

I. INTRODUCTION

Superconducting resonators are essential components of
cutting-edge superconducting devices, including quantum
information technologies [1], kinetic inductance detectors
(KIDs) for cosmological and astronomical observations [2],
and superconducting radio-frequency (SRF) cavities for parti-
cle accelerators [3]. The quality factors (Q) of these devices
have been improved by optimizing the resonator geometry
[3–6], improving the materials processing and fabrication
technologies [7–10], and by conducting theoretical stud-
ies based on the microscopic theory of superconductivity
[11–15]. Among these, Nb SRF technology allows us to
achieve the highest Q factor, which routinely reaches Q ∼
1011. One of the lessons learned in the last few decades is
the importance of reducing the occurrence of remnant vortices
that have not been expelled from resonator materials. They
cause the Q factor to deteriorate because of the dissipation of
energy in the oscillating normal core of the vortices [16,17].
Therefore, improving the Q factor would necessitate the per-
fect expulsion of these vortices during cool down in the weak
magnetic field that remains even after elaboration to remove
the field by using magnetic shields or implementing active
cancellation [4,18]. Understanding the behavior of vortices
in high purity cavity-grade Nb is expected to be profitable
to refine several reported methods to realize the perfect flux
expulsion [19–21].

Niobium, a well-known type-II superconductor with the
highest Tc among the single element materials, has been ex-
tensively studied. However, the magnetic phase diagram in the

superconducting state of high-purity Nb is somewhat peculiar,
because the Ginzburg-Landau (GL) parameter κ is very close
to the critical value of 1/

√
2, which separates type-I and type-

II superconductors [22,23]. In low κ type-II superconductors
like the high-purity Nb, an additional vortex state, known as
the intermediate mixed state (IMS), has been experimentally
and theoretically confirmed to exist between the Meissner and
mixed (vortex) states. These superconductors are referred to
as “type-II/1” superconductors [23]. Many decades ago, the
spatial coexistence of the Meissner and vortex regions, in the
form of, e.g., vortex bundles (or vortex islands) embedded in
the Meissner state, were visualized in the IMS by the Bitter
decoration technique [24,25]. The existence of a potential
minimum in vortex-vortex interaction at the length scale of the
penetration depth λ is a possible origin of the aggregation of
vortices in the IMS [23]. More recently, the IMS has provoked
new interest in attractive vortex-vortex interactions and the
state was reexamined by using several advanced experimen-
tal techniques, e.g., small angle neutron diffraction for Nb
[26–28] or scanning Hall probe microscopy for ZrB12 [29,30].
Theoretically, the vortex phase diagram of superconductors
with κ close to 1/

√
2 is still a fascinating subject that contin-

ues to stimulate new theoretical studies [31,32].
Regarding the improvement of the Q factor of SRF cavi-

ties, it is important to investigate whether the IMS exists in
cavity-grade Nb, because the formation of vortex bundles is
expected to be closely related to the expulsion of vortices if
they exist. For this purpose, magneto-optical (MO) imaging
is a convenient and powerful technique to visualize the mag-
netic field distributions of superconductors in real space and
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time [33]. Recently, Koeszegi et al. studied the influence of
a twin boundary and precipitations of niobium hydride NbHx

on vortex pinning in Nb by the MO imaging technique [34].
However, vortex structures such as bundles or chains, which
is expected in the IMS, were not identified. In this paper
we present the MO observation of phase separations in the
IMS during a temperature scan (T scan, or field cooling) at
constant magnetic fields and a field scan (H scan) at constant
temperatures for single crystalline cavity-grade Nb.

II. EXPERIMENTS

Single-crystalline Nb samples of a cuboid shape
(7.2×7.2×3.0 mm3) were cut out from a wide Nb plate, with
a thickness of 3 mm, containing a few large grains (Tokyo
Denkai Co.). This is one of plates in the same lot which
were used to fabricate SRF cavities. The residual-resistance
ratio (RRR) of the pristine plate is 496 from the material’s
specification sheet. The samples were annealed at 900 ◦C
under high vacuum (∼10−4 Pa) for 3 h to sufficiently
remove absorbed hydrogen gas after the preparation of mirror
surfaces by mechanical and chemical polishing. According to
the theoretical relation between RRR and the GL parameter κ

(Appendix A), the value of κ of our Nb samples is expected
to be in the range 0.73–0.81 based on the reported value of κ0

for ideal pure Nb (κ0: 0.713 [35], 0.78 [22], or 0.79 [36]).
Our experimental setup, which is schematically shown in

Fig. 1(a), is a typical setup for low-temperature MO obser-
vations. The equipment consists of a polarizing microscope
with a polarizer and analyzer arranged in a crossed-Nicol
configuration, a liquid-He-flow cryostat, and a coil to apply
a magnetic field Ha. The MO indicators, a key component
of MO imaging intended to convert the strength of magnetic
induction B to light intensity I , are commercially avail-
able garnet-based sensors with mirror and protection layers
(Matesy GmbH). Images were captured using a cooled CCD
camera (Retiga EXi fast 1394, QImaging) in a T -scan or H-
scan process, as illustrated in Fig. 1(b). The sequential images
corresponding to Figs. 4 and 5 are provided as movies in the
Supplemental Material [37].

In our setup, I (x, y) is approximately expressed as
[a0(x, y)B(x, y) + b0(x, y)]2 + I0, where the constants a0 and
b0 have a position dependence which mainly originates from
the polarizing microscope itself. Magnetic induction images
(B images) were calculated from the source image via the
following simple conversion procedure:

(1) Subtract a constant background value I0 from the entire
view, then take the square root thereof,

√
I (x, y, H, T ) − I0.

(2) From the result of (1), subtract a zero-field image
taken at a temperature T0 above Tc,

√
I (x, y, H, T ) − I0 −√

I (x, y, 0, T0) − I0.
(3) Normalize the results of (2) by an image taken in a

field H0 at T0,
√

I (x,y,H,T )−I0−
√

I (x,y,0,T0 )−I0√
I (x,y,H0,T0 )−I0−

√
I (x,y,0,T0 )−I0

H0.
An application example of this conversion is shown in

the Supplemental Material [37]. In B images, the position-
dependent a and b of the source images can be normalized.
Inevitable errors occur occasionally due to the abrupt motions
of zigzag magnetic domain walls of the garnet MO sensor
during changes in the field or temperature, because a change
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FIG. 1. (a) Schematic illustration of the MO imaging setup. Inci-
dent polarized light passing through a polarizer, green, and IR-cut
filters from a white LED light source, is reflected at the mirror
layer of the MO indicator. In the sensor layer of the indicator, the
polarization angle rotates linearly depending on the magnitude of the
vertical component of the local magnetic field B at the position. In
the crossed-Nicol configuration, therefore, a captured image reflects
the distribution of B. Ideally, the intensity of the reflected light is
proportional to B2 after passing through the analyzer. (b) Our exper-
imental processes of the T scan and H scan on the Ha-T plane.

in the in-plane component of the field at the sensor influences
positions of the domain walls [38]. However, these errors are
usually noticeable in images.

III. RESULTS AND DISCUSSIONS

MO images captured at 5.9 K after field cooling in 100 Oe
are shown in Fig. 2. We successfully observed phase
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(a) (b)

FIG. 2. (a) MO image of the IMS on the mirror-polished surface
of the Nb crystal at 5.9 ± 0.05 K after field cooling in 100 Oe. The
two regions with different contrasts separated by zigzag lines are
caused by the magnetic domains of the MO sensor. The crystallo-
graphic orientation of the Nb sample is indicated by a drawing of the
unit cell. (b) MO image of the IMS at the center of the sample in a
different experimental run with the same condition of the temperature
and field as (a).

separation into vortex (bright) and Meissner (dark) regions,
indicating the existence of the IMS. To the best of our
knowledge, this is the first MO visualization of the IMS in
cavity-grade Nb. The observed patterns of the IMS are rather
similar to that of the Meissner and normal domains in the
intermediate state of the type-I superconductor Pb reported
by Prozorov et al. [39,40]. They treated the normal domains
as a kind of froth, called as “suprafroth,” and analyzed the
structures topologically [40]. In our observations it seems
that the crystallographic axes and edges are not related to
the patterns of IMS in Nb. Additionally, the patterns change
every time in different cooling cycles (see the Supplemental
Material [37]).

(a) (b)

(c) (d)

FIG. 3. MO images of the IMS at higher magnification at ∼5.9 K
after field cooling in (a) 100 Oe, (b) 200 Oe, (c) 300 Oe, and
(d) 400 Oe. All images are captured at the same position, which is
not close to the sample edges. The orientation of the sample is the
same as that in Fig. 2.

8.3 K 7.9 K

5.9 K

75 103 75 103

50 130

B (G) B (G)

B (G)

(a) (b)

(c)

(d)

120

100

80

60

40

B l
 (G

)

109876
T (K)

Tc2

TIMS

Tc2TIMS

(e)

FIG. 4. (a)–(c) Magnetic induction images at 8.3, 7.9, and 5.9 K,
respectively, captured in 100 Oe in the T -scan process [see Fig. 1(b)]
at a position not close to the edges. (d) Temperature dependence of
local magnetic induction Bl (T ) in a vortex bundle (red) and Meissner
phase (green), the sampling positions of which are indicated in (c).
The black circles show the averaged value of B in each entire image.
(e) Schematic illustration of phase separation from T > Tc2 (right) to
lower temperatures (left).

Figure 3 shows MO images at a higher magnification at
5.9 K after field cooling in various magnetic fields at a position
not close to the sample edges. The vortex bundles surrounded
by the Meissner state are clearly observed in Fig. 3(a). Their
lateral sizes are 50 to 100 μm and the shapes are approx-
imately irregular polygons in a magnetic field of 100 Oe.
Interestingly, several fine cracks can be observed to exist
within each bundle. Although the origin of the fine cracks is
unclear, they may emerge near the surface only and not exist at
the inside of samples because of the change of magnetic field
distribution across the surface. At 200 Oe, the domains of the
vortex state tend to be larger, and show an intricate pattern
as shown in Fig. 3(b). In higher fields, Figs. 3(c) and 3(d),
the Meissner regions appear to be linear in shape or exist in
the form of tiny cracks in a large plane of the vortex state,
while the total area of the Meissner regions shrinks as the field
increases.

To observe the way in which phase separation into the
vortex and Meissner domains occurs during the field-cooling
process, a series of MO images was captured by decreasing
the temperature in steps of 0.05 K (T scan). The B images
calculated for 100 Oe are shown in Figs. 4(a)–4(c). Soon after
the superconducting transition at ∼8.9 K, the diamagnetic
response of Nb lowers B by approximately 10% uniformly.
The superconducting transition temperature in magnetic fields
Tc2(H ) is determined at the onset of the decrease in B(T ). As
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FIG. 5. (a)–(d) B images in 300, 320, 360, and 240 Oe, respectively, with increasing field up to 420 Oe and then decreasing field at 7.5 K
[H -scan process in Fig. 1(b)]. (e) Profiles on the red, blue, and green lines in (b)–(d), respectively, where the origin of the horizontal axis
corresponds to the upper edge of the line. Domelike field profiles are observed at the center of the sample in (b) and (c). (f) Local magnetic
induction Bl at the position marked by a red cross in (a), with increasing and decreasing applied field Ha. The field where vortices start to
rapidly penetrate the center is defined as the penetration field Hp.

shown in Fig. 4(a), a lamellarlike structure, consisting of elon-
gated vortex domains and unidirectional linear cracks of the
Meissner phase, suddenly appears below a certain temperature
8.3 K for 100 Oe, which we define as the transition temper-
ature to the IMS TIMS(H ). As the temperature is decreased
further, the vortex domains are increasingly fractionated by
newly emerged cracks and appear more well defined, as
shown in Figs. 4(b) and 4(c). The observed evolution of the
phase separation during cool down is schematically illustrated
in Fig. 4(e).

The temperature dependence of the local magnetic induc-
tion Bl at positions inside and outside of the vortex domains
are plotted in Fig. 4(d) with the averaged B of the entire view.
The averaged B is almost constant below Tc, whereas Bl in
the vortex domain starts to increase below TIMS, indicating
that the vortices in the vortex domain become denser with
decreasing temperature. Outside the vortex domain, Bl de-
creases. Although Bl should be ideally zero in the Meissner
state, finite values of Bl are detected because of the spread
of the magnetic field from the vortex domains into the gap
between the MO sensor layer and the surface of Nb.

Figure 5 shows the behavior of vortex penetration or exit
during up and subsequent down scanning of the field at 7.5 K
following zero-field cooling (H scan). Although the screening
current prevents the magnetic field from entering the sample

below 300 Oe, except near the edges [Fig. 5(a)], the magnetic
field starts to penetrate the center of the sample above 320 Oe,
as shown in Fig. 5(b). Interestingly, streamlines of the vortex
flow are observed to penetrate the sample from the right and
left edges, because of the visibility of the vortex bundles,
which appear in Bl <∼ 250 G at this temperature. The vor-
tices accumulated around the center exhibit domelike field
distribution, the profile of which is shown in Fig. 5(e). This is
because of the so-called geometrical barrier which is expected
in samples with angular corners in the cross section parallel
to the magnetic field [41,42]. Further increases in the applied
field cause additional vortices to accumulate at the center,
whereupon the dome profile grows larger and wider [Figs. 5(c)
and 5(e)]. In Fig. 5(c) it is still possible to see the IMS with
bright and dark regions across the entire dome.

As the magnetic field is swept down after reaching 420
Oe, the dome profile gradually collapses and almost becomes
flat below 260 Oe. As shown in Fig. 5(d), many Meissner
cracks are generated at 240 Oe, indicating the appearance of
the IMS. The hysteretic behavior of Bl in the central region
of the sample is shown in Fig. 5(f) with the definition of the
penetration field Hp, in which the vortices start to penetrate.
The observed dome and flat field profiles in the increasing and
returning H scans, respectively, suggest that the pinning effect
in this Nb sample is quite weak [41].
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FIG. 6. (a) Experimentally obtained temperature dependence of
HIMS (red squares), which is the upper boundary of the IMS, the
penetration field of vortices Hp (black circles), and Hc2 (blue circles
and squares) in the single-crystal niobium. The black and blue solid
lines indicate the temperature dependence of Hc1 and Hc2 obtained
by Finnemore et al. [22]. The dashed line is Hc1 scaled by a factor
of 0.49, to fit to Hp. The inset shows the temperature dependence
of the lattice constant of the vortex lattice at the upper boundary of
the IMS, which is converted from BIMS(T ). (b) Theoretical phase
boundary between type II/2 (normal type II) and type II/1 in the κ-T
phase diagram.

The phase boundaries were studied by extracting the values
of TIMS(H ), Hp(T ), and Hc2(T ) from the T -scan and H-scan
MO observations. Here Hc2(T ) by T scan is the same data as
Tc2(H ), whose definition is illustrated in Fig. 4, and Hc2(T ) by
H scan is determined as a field where the field profile across
the edges becomes flat, which indicates the diamagnetic re-
sponse disappears. These results are summarized in Fig. 6,
together with the Hc1 and Hc2 lines of reference obtained by
Finnemore et al., in which long-shaped Nb samples were used
to eliminate the demagnetization effect [22]. While our value
of Hc2(T ) almost coincides with the line of reference, Hp is
almost half of Hc1 of the reference. In our cuboid samples, Hp

is lower than the true Hc1 owing to the demagnetization effect.
According to the model of the geometrical barrier [41–43], the
suppression of Hp can be estimated by Hp ∼ (2Hc1/π )

√
d/w,

where d and w are the thickness and half-width of a sam-
ple with a rectangular cross section. Although the model
assumed a thin strip-shaped sample (d � w), the estimation
Hp ∼ 0.58Hc1 is not far from the observed value of 0.49.

HIMS(T ) has a temperature dependence similar to that of
Hp (∝ Hc1) except a deviation in the vicinity of Tc. Note
that the coincidence of the absolute values of HIMS(T ) and
Hp is not intrinsic, because Hp is significantly influenced by
the shape of the samples, as mentioned above. It seems that
TIMS is restricted below 8.4 K(tmax

IMS ∼ 0.91) at lower fields,
which may be related to the transition from normal type II
(type II/2) to type II/1 with decreasing temperature [35,44,45].
Figure 6(b) shows the phase boundary of these phases in
the κ-t phase diagram, which is numerically calculated using
Kramer’s asymptotic theory [44], as explained in Appendix B.
In Fig. 6(b), t ∼ 0.91 corresponds to κ ∼ 0.77, which is in the
expected range for our Nb samples.

The temperature dependence of HIMS(T ) is explained as
follows. Suppose that the lattice constant aIMS of the triangular
lattice in the vortex domains in the IMS is determined by the
position rmin of the potential minimum of the vortex-vortex
interaction which is closely related to λ [23,26,28]. In this
case we can expect that during field-cooling vortices start
to coalesce below a certain temperature TIMS, where rmin(T )
becomes shorter than a vortex interval aB of the uniform
Abrikosov lattice determined by the applied field. Hence, aIMS

at TIMS is estimated to be aB using aB = (2φ0/
√

3BIMS)1/2,
which is shown in the inset of Fig. 6. Here φ0 is the flux quan-
tum, and BIMS is the magnetic induction just below Tc [see
Fig. 4(d)]. The temperature dependence of aIMS at the upper
boundary of the IMS is fitted below 8 K by aIMS(T ) ∝ [1 −
(T/Tc)(3−T/Tc )]−1/2, which is derived from numerical solutions
for the superconducting penetration depth in Bardeen-Cooper-
Schrieffer theory and has been used as a fitting function for
SANS data [26,28]. The obtained aIMS at 0 K is 176 nm,
which is the almost same as a result of SANS [26], and
approximately 4 times longer than reported λT =0 for pure Nb
[22,46].

As discussed above, we expect the existence of the attrac-
tive interaction between vortices for cavity-grade Nb, which
have an impact on the process of flux expulsion during cool
down. For example, the degree of influence by various kinds
of pinning centers, e.g., grain boundaries, impurities, pre-
cipitates, and so on, would be different in the two cases,
i.e., isolated single vortices and the form of vortex bundles.
Further observations of the clustering of vortices such as the
vortex bundles in an actual environmental field for the SRF
cavities (several tens of mGauss) and studies of their interac-
tion with these pinning centers would be required to identify
which pinning centers are more relevant to disturbance of the
flux expulsion. MO imaging could provide a solution to study
these problems.

IV. SUMMARY

To confirm the existence of IMS in high-purity cavity-
grade Nb crystals, we conducted in situ real-space observation

064504-5



S. OOI et al. PHYSICAL REVIEW B 104, 064504 (2021)

of the magnetic field distributions during the field-cooling and
field-scanning processes in samples annealed at 900 ◦C using
a magneto-optical imaging technique. In the field-cooling pro-
cess we successfully observed evolution of phase separation
into vortex and Meissner regions, as would be expected in
the IMS. The size of the vortex regions, such as vortex bun-
dles, in the IMS tends to be larger in higher fields. In the
field-scanning process, domelike field profiles are observed,
indicating a geometrical barrier with very weak bulk pinning.
Our results are consistent with the view that the attractive
interaction exists between vortices at the length scale of the
penetration depth. This fact is likely to be important to explore
ways to effectively expel the vortices in SRF cavities during
cool down.
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APPENDIX A: ESTIMATE κ OF CAVITY-GRADE Nb

We can estimate the GL parameter κ using the RRR value
of Nb. From the microscopic derivation of the GL theory
[47,48] it is known that

κ (�) = 1

χ (aimp)
κ0, (A1)

χ (aimp) = 8

7ζ (3)

∞∑
n=0

1

(2n + 1)2[(2n + 1) + aimp]
. (A2)

Here κ0 is the GL parameter of the pure material, χ

is the so-called Gor’kov function, aimp = (π/2eγE )(ξ0/�) �
0.882(ξ0/�) is the Dirt parameter, γE = 0.577 is the Euler
constant, and ξ0 is the BCS coherence length. Now κ is ex-
pressed with �; therefore, the next task is to express � with
RRR. According to Goodman and Kuhn [49], we have � =
(3.7×10−16 � m2)/ρn. Using ρn(295 K) � 1.45×10−7 � m
[50] and ρn � RRR−1×ρn(295 K), we obtain

� = RRR × 2.55 nm. (A3)

For our cavity-grade Nb with RRR = 500, we find � =
1.3 μm (aimp = 0.031 � 1), which means the clean limit.
Then Eq. (A1) yields κ/κ0 = 1.03, which is close to the value
of the ideal pure Nb.

APPENDIX B: THEORY OF ASYMPTOTIC INTERACTION
BETWEEN VORTICES

At T � Tc, the well-known Abrikosov’s solution of the
GL equation offers a standard description of a vortex lattice.

At lower temperatures, however, many features of the vortex
lattice that cannot be described by the GL theory manifest
themselves (e.g., vortex attraction). The microscopic theory
is necessary to obtain a full picture of the vortex dynamics.

The theory of asymptotic interaction between vortices, the
so-called asymptotic theory, provides a simple criterion for
classifying superconductors into type II/1 (vortex-attraction
regime) and type II/2 (vortex-repulsion regime) [44,51]. This
theory evaluates the interaction between well-separated vor-
tices based on the asymptotic solution of the Eilenberger
equation for an isolated vortex [52]. The vortex interaction
becomes attractive when (i)  is real and  < ξ or (ii)  is
complex. Here  and ξ are the decay length of the magnetic
field and the order parameter, respectively. For the clean limit,
 and ξ are determined by the following implicit equations:

1 = 16

κ̃3

T

Tc

3

ξ 3
0

(
kBTc

�0

)3 ∑
m

�2(T )u1(zm)

(h̄ωm)2 + �2(T )
, (B1)

u1(zm) = zm

2
− z2

m − 1

4
ln

zm + 1

zm − 1
, (B2)

zm = 2

πξ0

√
(h̄ωm)2 + �2(T )

�0
, (B3)

and

0 =
∑

m

[
π/2√

(h̄ωm)2 + �2(T )
− ξ

ξ0

�2(T )u2(xm)

(h̄ωm)2 + �2(T )

]
,

(B4)

u2(xm) = 1

2
ln

xm + 1

xm − 1
, (B5)

xm = 2ξ

πξ0

√
(h̄ωm)2 + �2(T )

�0
, (B6)

respectively. Here �(T ) is the BCS pair potential at T in the
zero-current state calculated from the BCS self-consistency
equation, �0 = �(0) is the BCS pair potential at T = 0, ξ0

is the BCS coherence length, h̄ωm = πkBT (2m + 1) is the
Matsubara frequency, κ̃ = √

7ζ (3)/18κ , and κ is the GL pa-
rameter of the pure material. Equations (B1)–(B6) can be
numerically solved for an arbitrary combination of T and κ .
By scanning the T -κ plane and using these criteria, we obtain
Fig. 6(b) in the main text.

It should be noted that the Eilenberger equation is numer-
ically solved without approximation for a hexagonal vortex
lattice [45], which offers a more quantitative description of the
phase boundaries of type-II/1 and type-II/2 superconductors.
The asymptotic theory is consistent with the full calculation
at t � 0.5 and is sufficient for qualitative discussions.
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