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The geometrically frustrated three-dimensional pyrochlore lattice has been long predicted to host a quantum
spin liquid, an intrinsic long-range entangled state with fractionalized excitations. To date, most proposals for
pyrochlore materials have focused on quantum spin ice, a U(1) quantum spin liquid whose only low energy
excitations are emergent photons of Maxwell type. In this work, we explore the possibility of finding pyrochlore
quantum spin liquids whose low energy theories go beyond this standard one. We give a complete classification of
symmetric U(1) and Z2 spin liquids on the pyrochlore lattice within the projective symmetry group framework
for fermionic spinons. We find 18 U(1) spin liquids and 28 Z2 spin liquids that preserve pyrochlore space-
group symmetry while, upon further imposing time-reversal symmetry, the numbers of classes become 16 and
48, respectively. For each class, the most general symmetry-allowed spinon mean-field Hamiltonian is given.
Interestingly, we find that several U(1) spin liquid classes possess an unusual gapless multi-nodal-line structure
(“nodal star”) in the spinon bands, which is protected by the projective actions of the threefold rotation and screw
symmetries of the pyrochlore space group. Through a simple model, we study the effect of gauge fluctuations
on such a nodal star spin liquid and propose that the leading terms in the low temperature specific heat have the
scaling form C/T ∼ √

T + √
T / ln T , in contrast to the form C/T ∼ T 2 of the standard U(1) pyrochlore spin

liquid with gapped spinons.

DOI: 10.1103/PhysRevB.104.054401

I. INTRODUCTION

Quantum spin liquids (QSLs) are zero temperature phases
of quantum magnets in which localized spins evade mag-
netic long-range order due to strong quantum fluctuations and
form liquidlike states [1]. Such states are fundamentally char-
acterized by intrinsic long-range entanglement and support
nonlocal excitations carrying fractionalized quantum num-
bers. These nonlocal fractionalized excitations interact with
each other via an emergent gauge field. Therefore, QSLs are
naturally described in terms of gauge theories.

At a coarse level, different QSLs can be classified by
their underlying low energy effective theories. Depending on
whether a mass exists, the fractionalized spinon excitations
(the matter fields) may or may not bear relevance to the low
energy description of QSLs. The gauge field may also be
gapless as is a U(1) gauge field of photons, or gapped as is
a Z2 gauge field which is of topological nature. All these
types have been extensively studied in two dimensions (2D).
Perhaps the most well-known Z2 QSL is the Kitaev model
on the 2D honeycomb lattice: this model supports either
gapped or gapless Majorana fermions [2]. On the other hand, a

compact U(1) gauge theory is confined in 2D [3], and a QSL
corresponding to the deconfined phase can appear only in
the presence of gapless matter fields. So far, the two most
studied examples are spinon Fermi surface and Dirac U(1)
QSLs. On the experimental side, promising Kitaev materials
include a family of honeycomb iridates [4] and α-RuCl3 [5],
and new proposals are still in progress [6]. A spinon Fermi
surface U(1) QSL has been speculated to emerge in the 2D
layered triangular materials YbMgGaO4 and NaYbSe2 [7–9],
while a U(1) Dirac QSL may be relevant for the 2D layered
kagome material herbertsmithite [10,11]. The recent material
NaYbO2 may also realize a Dirac U(1) spin liquid [12,13].
These spin liquid candidates provide a natural ground for the
experimental realization of exotic quantum phenomena such
as quantum electrodynamics in three-dimensional spacetime
(QED3) and 2D topological order.

Moving to the three-dimensional (3D) world, arguably the
most studied examples are QSLs on the pyrochlore lattice.
Consisting of corner-sharing tetrahedra, the geometrically
frustrated pyrochlore lattice has been proposed to host a QSL
phase since the birth of the concept of QSLs [14]. An impor-
tant theoretical advance occurred in 2004: through a rigorous
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mapping, Ref. [15] showed that the pyrochlore Heisenberg
model with local Ising anisotropy has a U(1) QSL phase, com-
monly known as quantum spin ice, which is described by the
Maxwell theory at low energies. Since then, the properties of
such pyrochlore QSLs have been extensively studied [15–18],
and numerous experiments have reported liquidlike behaviors
in rare-earth pyrochlore materials [19–23].

Given the interest in quantum spin ice that realizes a pro-
totypical low energy theory, it is compelling to ask whether
there are other spin liquids whose low energy theory is
of a new prototype. In a narrower sense, this amounts to
asking if gauge fields can interact with novel forms of gap-
less matter fields. This has indeed been considered in other
works. For example, Refs. [24,25] considered a class of QSLs
with symmetry-protected quadratic spinon band touchings
for the triangular spin liquid candidates Ba3NiSb2O9, κ-
(BEDT-TTF)2Cu2(CN)3, and EtMe3Sb[Pd(dmit)2]2. In three
dimensions, Refs. [26,27] studied possible symmetric spin liq-
uids on the hyperkagome lattice and found that certain classes
possess gapless nodal lines of spinons along high-symmetry
paths in the Brillouin zone. A similar conclusion was drawn
in Ref. [28] for a QSL on the pyrochlore lattice. However, in
these two 3D examples it is not clear whether such gapless
nodal structures are stable against perturbations. Nodal lines
of excitations also appear in other spin liquids, which are
either robust against gauge fluctuations [29,30] or symmetry
protected [31].

Another more systematic, yet formal, way of classifying
QSLs is based on their symmetry properties. Due to the
absence of magnetic long-range order, a QSL state usually
preserves the full symmetry of the lattice and it may also pre-
serve time-reversal symmetry. Crucially, due to the emergent
gauge structure, the fractionalized excitations of the system
carry a projective representation of the symmetry group—a
representation of the group extension of the original sym-
metry group by the gauge structure. The classification of
symmetric spin liquids can therefore be achieved by classi-
fying all the distinct projective representations for a given
lattice symmetry and a given gauge group type. In his seminal
work [32], Wen coined this procedure the classification of
projective symmetry groups (PSGs). The PSG approach has
led to many fruitful results in our understanding of symmet-
ric spin liquids. For example, we now know that there are
at most 20 different Z2 QSL classes on the kagome [33]
and triangular [34] lattices with distinct projective symme-
tries for fermionic spinons, while the analogous numbers
for the 3D hyperkagome [27] and hyperhoneycomb [35] lat-
tices are 3 and 160, respectively. The idea of the PSG has
also been applied to the pyrochlore lattice, in the hope of
identifying experimental spin liquid candidates within the
classification [28,36–39].

In this work, we apply the PSG method for Abrikosov
fermions to give a complete classification of symmetric QSLs
on the pyrochlore lattice with either Z2 or U(1) gauge type.
For each gauge type, we first consider only space-group sym-
metry, and later add time-reversal symmetry. In general, we
allow spin-orbit coupling in the underlying spin system and
do not require SU(2) spin rotation symmetry. By following
the general PSG principle to solve the gauge-symmetry con-
sistency equations, we find that there can be at most 18 and

28 symmetric quantum spin liquids preserving the pyrochlore
PSG for the U(1) and Z2 gauge types, respectively. When
time-reversal symmetry is imposed, the number of possible
symmetric spin liquids is reduced to 16 for the U(1) type and
is increased to 48 for the Z2 type. For each class, the most
general symmetry-allowed spinon mean-field Hamiltonian is
given. Importantly, we find that a large family of spinon
Hamiltonians possesses gapless nodal lines along the four
equivalent (111) directions of the Brillouin zone. We call this
unusual nodal structure a “nodal star” and show that it is stable
at the mean-field level as it is protected by the projective three-
fold rotation and screw symmetries of the system. We then
go beyond the mean-field level and consider a full-fledged
low energy theory of the spinon nodal star coupled to a U(1)
gauge field. Specifically, we obtain thermodynamic properties
of the system by computing the photon contribution to the free
energy. We find that the two most dominant low temperature
contributions to the specific heat are C ∼ T 3/2 from the bare
spinons and C ∼ T 3/2/ ln T from the photon-spinon interac-
tions. This scaling of the low temperature specific heat may
serve as a clear evidence for the experimental discovery of a
nodal star U(1) QSL.

The rest of this paper is organized as follows. In Sec. II,
we discuss the symmetry properties of the pyrochlore lat-
tice, explain the main idea of the PSG, and apply the PSG
procedure to the classification of pyrochlore QSLs with
or without time-reversal symmetry. In Sec. III, we con-
struct mean-field Hamiltonians for the fermionic spinons and
analyze their symmetry properties. We prove that several
mean-field Hamiltonians obtained from the U(1) PSG possess
symmetry-protected nodal lines. In Sec. IV, we construct a
continuum model for the spinon nodal lines coupled to a U(1)
gauge field, and consider the thermodynamic properties of
the system. Finally, we summarize and discuss our results in
Sec. V.

II. PROJECTIVE SYMMETRY GROUP

Upon imposing symmetries, a spin liquid phase may split
(or “fractionalize”) into several distinct phases that all pre-
serve the symmetry action. The phases are distinguished by
the distinct quantum numbers carried by the fractionalized
excitations under the symmetry action. These spin liquid
phases are called symmetric spin liquids. The classification
of symmetric spin liquids can be viewed as a generalized
symmetry analysis which explores the symmetry action on
fractionalized excitations (in our case, the fermionic spinons).
The purpose of this section is to describe the procedure for
this classification.

A. Lattice and time-reversal symmetries

In this section, we establish the convention and notation
for this work and give a brief introduction to the sym-
metry properties of the pyrochlore lattice. A more detailed
analysis of the pyrochlore space group can be found in
Ref. [39].

The pyrochlore lattice consists of four fcc-type sublattices
which we label by μ = 0, 1, 2, 3. The lattice vectors e1, e2,
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and e3 are defined as

e1 = a

2
(ŷ + ẑ), (1a)

e2 = a

2
(ẑ + x̂), (1b)

e3 = a

2
(x̂ + ŷ), (1c)

where a is the cubic lattice constant, the Cartesian coordinate
has its basis x̂, ŷ, and ẑ aligned with the cubic system of the
pyrochlore lattice, and its origin sits on a μ = 0 site. We define
the following sublattice-dependent coordinate:

(r1, r2, r3)μ ≡ rμ ≡ r1e1 + r2e2 + r3e3 + 1
2 eμ, (2)

where it is implicitly understood that e0 = 0.
The space group of the pyrochlore lattice group is Fd3m.

It is generated by the following five symmetry operations:

T1 : rμ → (r1 + 1, r2, r3)μ, (3a)

T2 : rμ → (r1, r2 + 1, r3)μ, (3b)

T3 : rμ → (r1, r2, r3 + 1)μ, (3c)

C6 : rμ → (−r3 − δμ,3,−r1 − δμ,1,−r2 − δμ,2)C6(μ), (3d)

S : rμ → (−r1 − δμ,1,−r2 − δμ,2, r1 + r2 + r3

+ 1 − δμ,0)S(μ), (3e)

where T1, T2, and T3 are translations along the lattice vec-
tors e1, e2, and e3, respectively, C6 is a sixfold rotoinversion
around the [111] axis, and S is a nonsymmorphic screw op-
eration which is the composition of a twofold rotation around
e3 and a translation by e3/2. In the above equations, we de-
fined the symmetry action on the sublattice indices: C6(μ) =
0, 2, 3, 1 and S(μ) = 3, 1, 2, 0 for μ = 0, 1, 2, 3. By defini-
tion, the rotoinversion can be written as the composition of an
inversion (with respect to the origin) and a threefold rotation
around the [111] axis: C6 = I ◦ C3, with I = C

3
6 and C3 = C

4
6.

The point group of the pyrochlore lattice is the cubic group
Oh. It is generated by C6 and S′, where S′ is a twofold rotation
around e3.

In addition to the pyrochlore space-group symmetries,
time-reversal operation T is an internal symmetry that com-
mutes with all space-group operations and satisfies T 2 = −1
when acting on a half-integer spin state. The pyrochlore sym-
metry group is then completely characterized by the following
group relations:

TiTi+1T −1
i T −1

i+1 = 1, i = 1, 2, 3, (4a)

C
6
6 = 1, (4b)

S2T −1
3 = 1, (4c)

C6TiC
−1
6 Ti+1 = 1, i = 1, 2, 3, (4d)

STiS
−1T −1

3 Ti = 1, i = 1, 2, (4e)

ST3S−1T −1
3 = 1, (4f)

(C6S)4 = 1, (4g)(
C

3
6S
)2 = 1, (4h)

T 2 = −1, (4i)

T OT −1O−1 = 1, O ∈ {T1, T2, T3,C6, S}, (4j)

where it is implicitly understood that i + 3 ≡ i.

B. Projective symmetry group

In this section, we describe the basic idea of the PSG
and classify all symmetric Z2 and U(1) spin liquids on the
pyrochlore lattice. To start with, one expresses spins in terms
of the Abrikosov partons

Ŝrμ
= 1

2 f †
rμ

σ frμ
, (5)

where σ = (σ 1, σ 2, σ 3) are the Pauli matrices. Formally, par-
tons are mathematical representations of the fractionalized
excitations in a spin liquid phase, and the Abrikosov partons

frμ
= ( frμ,↑

frμ,↓) are introduced here to describe the fermionic
spinon excitations that are of our interest. The transformation
in Eq. (5), however, is not a faithful one. The partons live in
an enlarged Hilbert space at each site rμ, while the original
Hilbert space is recovered under the constraint∑

σ=↑,↓
f †
rμ,σ frμ,σ = 1, ∀ rμ. (6)

As a consequence, the parton description contains redun-
dant information: a local U(1) gauge transformation frμ

→
eiθ (rμ ) frμ

leaves Ŝrμ
invariant. In fact, such a gauge redundancy

can be enlarged to SU(2), which can be seen from the identity

Ŝrμ
= 1

4 Tr
(
�†

rμ
σ�rμ

)
, (7)

with �rμ
= (

frμ,↑ f †
rμ,↓

frμ,↓ − f †
rμ,↑

), and from the fact that any site-

dependent SU(2) gauge transformation,

G : �rμ
→ �rμ

W (rμ), W (rμ) ∈ SU(2), (8)

leaves the spins Ŝrμ
invariant. The enlargement of the parton

Hilbert space and the gauge redundancy must be properly
treated to validate the parton description.

The PSG method is a way to resolve this redundancy in the
parton description of a spin liquid with full lattice symmetries
(a so-called symmetric spin liquid). The crucial step is to
realize that physical symmetries act projectively on the parton
operators, and that seemingly different parton Hamiltonians
describe the same physics if they are related by gauge trans-
formations. Conversely, if two parton Hamiltonians cannot
be related by gauge transformations, they must carry differ-
ent projective representations of the physical symmetry—this
suggests that the classification of projective symmetry will
lead to a full classification of symmetric spin liquids. We now
formulate this statement in a more concrete way. Consider a
spin-orbit coupled spin system on a pyrochlore lattice. Under
a space-group operation O the spins transform as O : Ŝrμ

→
UOŜO(rμ )U

†
O, where UO is the SU(2) rotation matrix associ-

ated with the operation O. [When O is a pure translation, the
SU(2) matrix UO is simply the identity matrix.] According to
Eq. (7), we naïvely expect that the partons transform as

O : �rμ
→ U †

O�O(rμ ) (9)
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with nontrivial rotations

UC6
= UC3 = e−(i/2)(2π/3)[(1,1,1)/

√
3]·σ,

US = e−(i/2)π[(1,1,0)/
√

2]·σ . (10)

However, due to the SU(2) gauge redundancy, any operation
O can be accompanied by a site-dependent SU(2) gauge trans-
formation of the form in Eq. (8). The partons thus transform
projectively as

Õ = GO ◦ O : �rμ
→ U †

O�O(rμ )WO[O(rμ)], (11)

where the symbol “◦” indicates that the projective operation
Õ is the composition of the physical symmetry operation O
and the gauge transformation GO.

The projective symmetry can be extended to include inter-
nal symmetries, and here we consider time-reversal operation

T as an example. The spins transform under T as Ŝrμ

T−→
K†UT Ŝrμ

U †
T K, where UT = iσ 2, and K = K† = K−1 applies

complex conjugation to everything on its right. Using the
special property of the SU(2) algebra, one can design the
projective action of T on � to be unitary (see Appendix B
for detailed derivation):

T̃ = GT ◦ T : �rμ
→ UT �rμ

WT (rμ). (12)

Note that this does not modify the antiunitary nature of time-
reversal symmetry.

For a symmetric spin liquid, the projective operations Õ
and T̃ generate the symmetry group of the parton Hamil-
tonian, commonly known as the PSG. The classification of
symmetric spin liquids amounts to the classification of PSGs.
To achieve this, one needs to find all the gauge-inequivalent
solutions for the gauge transformations GO and GT that are
consistent with the symmetry group of the system. Any group
relation of Eq. (4) can be written in the general form of

O1 ◦ O2 ◦ · · · = 1, (13)

which translates into the gauge-enriched group relation

Õ1 ◦ Õ2 ◦ · · · = (
GO1 ◦ O1

) ◦ (GO2 ◦ O2
) ◦ · · · = G, (14)

where G is a pure gauge transformation and corresponds to the
identity operation for the spins. We say that G is an element of
the invariant gauge group (IGG), the group of all pure gauge
transformations that leave the parton Hamiltonian invariant.
The IGG transformation on each site is a subgroup of SU(2),
typically Z2 or U(1). In most cases, there exists a gauge choice
(the canonical gauge [32]) in which the IGG transformation
can be made “global” of the form G = eiσ 3χ with a constant
χ . In this paper, we will be classifying both Z2 and U(1) spin
liquids, therefore we consider both IGG = Z2 and U(1), for
which χ = {0, π} and χ ∈ [0, 2π ), respectively.

Making use of the general conjugation rule

Oi ◦ GO j ◦ O−1
i : �rμ

→ �rμ
WO j

[
O−1

i (rμ)
]
, (15)

which follows directly from Eqs. (9) and (11), Eq. (14) can be
rewritten as

GO1 ◦ (O1 ◦ GO2 ◦ O−1
1

) ◦ (O1 ◦ O2 ◦ GO3 ◦ O−1
2

◦O−1
1

) ◦ · · · = G, (16)

which then becomes an SU(2) equation:

WO1 (rμ)WO2

[
O−1

1 (rμ)
]
WO3

{
O−1

2

[
O−1

1 (rμ)
]} · · · = G. (17)

The PSG classification is obtained by listing all group re-
lations and finding all solutions to the corresponding SU(2)
equation (17). We emphasize that solutions must be discrim-
inated by the principle of gauge equivalence, rather than
resemblance. Indeed, by means of a general gauge transfor-
mation G as in Eq. (8), the gauge-enriched group relations in
Eq. (14) can be rewritten as(

G ◦ GO1 ◦ O1 ◦ G−1
) ◦ (G ◦ GO2 ◦ O2 ◦ G−1

) ◦ · · · = G,

(18)

which transforms WOi (rμ) according to

WOi (rμ) → W (rμ)WOi (rμ)W −1
[
O−1

i (rμ)
]
. (19)

This indicates that two seemingly distinct solutions to the PSG
equations can in fact be equivalent.

C. Classification result

We first solve the PSG equations obtained from space-
group symmetries. The PSG equations for U(1) and Z2 gauge
groups are solved in Appendix A and Appendix C, respec-
tively. The results are presented in Table I for the U(1) gauge
group and in Table II for the Z2 gauge group. We find 18
gauge-inequivalent PSG solutions for the U(1) gauge type and
28 gauge-inequivalent PSG solutions for the Z2 gauge type.
As a result, there can be at most 18 U(1) and 28 Z2 symmetric
spin liquids, ignoring possible time-reversal symmetry. Both
the U(1) and the Z2 solutions have the following form:

WTi (rμ) = eiσ 3φTi (rμ ), i = 1, 2, 3, (20a)

WC6
(rμ) = WC6,μ

eiσ 3φC6
(rμ )

, (20b)

WS (rμ) = WS,μeiσ 3φS (rμ ), (20c)

with

φT1 (rμ) = 0, (21a)

φT2 (rμ) = −χ1r1, (21b)

φT3 (rμ) = χ1(r1 − r2), (21c)

φC6
(rμ) = −χ1r1(r2 − r3) − [2χST1 + 2χ1

+ (δμ,2 − δμ,3)χ1]r1 + δμ,2χ1r3, (21d)

φS (rμ) = χ1

[
(r1 + 1)r1

2
− (r2 + 1)r2

2
− r1r2

]
+ [(δμ,1 − δμ,2)χ1 + (2χ1 − χST1 )]r1

+ [(2δμ,1 − δμ,2)χ1 + 3χST1 ]r2

+ [(δμ,1 − δμ,2) + 2]χ1r3. (21e)

The parameters χ1 and χST1 are elements of the IGG defined
on the right-hand sides of the PSG equations obtained from
Eq. (4). Concretely:

(1) The parameter χ1 is associated with TiTi+1T −1
i T −1

i+1 =
1, and physically quantifies the Aharonov-Bohm (AB) phase
a spinon accumulates under such a sequence of translations
[see Fig. 1(a) for examples of the path]. The AB phase is a
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TABLE I. The 18 U(1) PSG classes of pyrochlore space-group symmetry only and 16 U(1) PSG classes of pyrochlore space-group
symmetry combined with time-reversal symmetry. The tabulation is such that the latter are embedded in the former; and that daggered square
brackets “[ ]†” are used to enclose data that are specific to the former. The parameters χ1, χST1 , and χC6S are discrete elements of the IGG, and
wC6

and wS are Z2-valued parameters introduced in the canonical gauge. Together they label the U(1) PSG classes. The gauge fixing of the
SU(2) matrices WC6,μ and WS,μ defined in Eq. (20) is given.

Number
of classes

χ1 χST1 χC6S wC6
wS (WC6,0,WC6,1,WC6,2,WC6,3) (WS,0,WS,1,WS,2,WS,3) [#]† #

0 or π 0 0 or π 0 0 (1, 1, 1, eiσ 3(χ1−χST1 ) ) (1, eiσ 3(χST1 +χC6S )
, 1, eiσ 3χ1 ) [4]† 4

0 or π 0 0 or π 0 1 (1, 1, 1, eiσ 3(χ1−χST1 ) ) (iσ 1, iσ 1eiσ 3(χST1 +χC6S )
, iσ 1, iσ 1eiσ 3χ1 ) [4]† 4

0 or π 0 0 or π 1 0 (iσ 1, iσ 1, iσ 1, iσ 1eiσ 3(χ1−χST1 ) ) (1, eiσ 3(χST1 +χC6S )
, 1, eiσ 3χ1 ) [4]† 4

0 or π 0 0 or π 1 1 (iσ 1, iσ 1, iσ 1, iσ 1eiσ 3(χ1−χST1 ) ) (iσ 1, iσ 1eiσ 3(χST1 +χC6S )
, iσ 1, iσ 1eiσ 3χ1 ) [4]† 4

[ π

2 ]† [π ]† [0 or π ]† [0]† [1]† [(1, 1, 1, eiσ 3(χ1−χST1 ) )]† [(iσ 1, iσ 1eiσ 3(χST1 +χC6S )
, iσ 1, iσ 1eiσ 3χ1 )]† [2]† 0

gauge invariant quantity. In U(1) PSG, such a phase is allowed
to take on values 0, π , and π/2. They give rise to zero-flux,
π -flux, and π

2 -flux spin liquids, respectively. The π
2 -flux spin

liquid explicitly breaks time-reversal symmetry since a π
2 flux

changes sign under time-reversal operation. In Z2 PSG, only
zero- and π -flux spin liquids are found.

(2) The parameter χST1 is associated with ST1S−1T −1
3 T1 =

1, and physically quantifies the AB phase a spinon accu-
mulates under the sequence of operations ST1S−1T −1

3 T1 [see
Fig. 1(b) for examples of the path]. Such a phase is allowed to
take on values 0 and π in both U(1) and Z2 PSGs.

WC6,μ
and WS,μ in Eqs. (20b) and (20c) are the SU(2) matri-

ces at the origin, rμ = 0, which depend on additional discrete

parameters as given in Tables I and II for the two gauge
types. The parameters χC6S , χC6

, and χSC6
are elements of

the IGG associated with (C6S)4 = 1, I2 = 1, and (IS)3 = 1,
respectively, and have the same AB phase interpretation as
explained above. We note that two additional parameters wC6

and wS appear in the U(1) PSG classification: they are Z2

valued (w = 0, 1) and determine whether or not the SU(2)
matrices WC6,μ

and WS,μ belong to the IGG. It is necessary
to introduce these two parameters in the U(1) case a priori
in order to simplify the SU(2) PSG equations to U(1) phase
equations for φO(rμ). This is not required in the Z2 case, since
the phases φO(rμ) are Z2 valued and commute with WC6,μ

and
WS,μ. The SU(2) equations for WC6,μ

and WS,μ, however, do

TABLE II. The 28 Z2 PSG classes of pyrochlore space-group symmetry only and 48 Z2 PSG classes of pyrochlore space-group symmetry
combined with time-reversal symmetry. The tabulation is such that if a class of the latter is derived from a class of the former, then they are
written in the same line; and that the double-daggered double-square brackets “[[ ]]‡” are used to enclose data that are specific to the latter.
The parameters χ1, χST1 , χC6S , χSC6

, and χC6
are discrete elements of the IGG and j is an extra parameter introduced during solving the PSG

equations. Together they label the Z2 PSG classes. Note that the value of the Z2 parameter χST1 can be either χ1 or π − χ1, and we denote the
latter case by “¬χ1.” The gauge fixing of the SU(2) matrices WC6,μ and WS,μ defined in Eq. (20), and the time-reversal SU(2) matrix defined in
Eq. (23) for μ = 0 are given (k = 1, 2, 3 corresponds to different gauge fixing). The time-reversal parameters χT C6

and χT S are related to ημ

in Eq. (23) by (η0, η1, η2, η3) = (1, ηT C6
ηT S, ηT S, ηT S ). We defined the shorthand notation W ππ0

S,2 = eiχC6S iσ k+1ei(π/6)σ k−1
.

Number
of classes

χ1 χST1 χC6S χSC6
χC6

j
[[
χT C6

χT S WT ,0

]]‡
(WC6,0,WC6,1,WC6,2,WC6,3) (WS,0,WS,1,WS,2,WS,3) # [[#]]‡

0 or π χ1 0 or π 0 0 [[0 0 iσ k ]]‡ (1,1,1,1) (1, 1, eiχC6S , 1) 4 [[4]]‡

0 or π χ1 0 or π π π
[[0 0 iσ k

π 0 iσ k−1

]]‡
(−iσ k, 1, 1, iσ k ) (1, 1, eiχC6S , 1) 4 [[8]]‡

0 or π ¬χ1 0 π 0 1 [[0 π iσ k−1 ]]‡ (−eiχC6S ei(π j/3)σ k−1
, 1, 1, 1) (1, iσ k, iσ kei(π j/3)σ k−1

, 1) 2 [[2]]‡

0 or π ¬χ1 0 π 0 3
[[0 0 iσ k

0 π iσ k−1

]]‡
(−eiχC6S ei(π j/3)σ k−1

, 1, 1, 1) (1, iσ k, iσ kei(π j/3)σ k−1
, 1) 2 [[4]]‡

0 or π ¬χ1 π π 0 0
[[0 0 iσ k

0 π iσ k−1

]]‡
(−eiχC6S ei(π j/3)σ k−1

, 1, 1, 1) (1, iσ k, iσ kei(π j/3)σ k−1
, 1) 2 [[4]]‡

0 or π ¬χ1 π π 0 2 [[0 π iσ k−1]]‡ (−eiχC6S ei(π j/3)σ k−1
, 1, 1, 1) (1, iσ k, iσ kei(π j/3)σ k−1

, 1) 2 [[2]]‡

0 or π ¬χ1 0 or π 0 π
[[0 0 iσ k

π π iσ k−1

]]‡
(iσ k, 1, 1, iσ k ) (1, iσ k, eiχC6S iσ k, 1) 4 [[8]]‡

0 or π ¬χ1 0 or π π π 0
[[

0 π iσ k−1
]]‡

(ei(π/6)σ k−1
, 1, 1, iσ k−1) (1, iσ k,W ππ0

S,2 , 1) 4 [[4]]‡

0 or π ¬χ1 0 or π π π 1
[[0 π iσ k−1

π 0 iσ k

π π iσ k+1

]]‡
(−iσ k−1, 1, 1, iσ k−1) (1, iσ k, eiχC6S iσ k, 1) 4 [[12]]‡
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(a) (b)

FIG. 1. Examples of loops for (a) TiTi+1T −1
i T −1

i+1 = 1 and
(b) ST1S−1T −1

3 T1 = 1.

rely on an additional discrete parameter j in some classes (see
Table II).

In the second step, we include the time-reversal operation
T in the symmetry group. In an appropriate gauge, the solu-
tion for time-reversal operation can be chosen as

WT (rμ) = iσ 1 (22)

for U(1) gauge type and

WT (rμ) = iημσ k (23)

for Z2 gauge type, where k = 1, 2, 3 depends on the PSG
class and ημ = ± is a sublattice-dependent sign factor. Ap-
plying this gauge choice and the space-group PSG solutions
in Eq. (20) to the time-reversal PSG equations associated with
Eqs. (4i) and (4j), we obtain the PSG solutions for time-
reversal invariant symmetric spin liquids. We find that there
are 16 classes for the U(1) gauge type and 48 classes for the
Z2 gauge type. We list these classes again in Tables I and II
for U(1) and Z2 gauge groups, respectively, and explicitly
mark the data that are specific to the time-reversal symmetric
classes.

It is worth pointing out that including time-reversal sym-
metry to the PSG has opposite effects on the U(1) and the Z2

classes. In U(1) PSG, the presence of time-reversal symmetry
forbids the two π

2 -flux PSG classes (last line of Table I),
thereby reducing the total number of PSG classes from 18 to
16. On the other hand, in Z2 PSG, adding time-reversal sym-
metry introduces two additional discrete parameters χT C6

and
χT S in the labeling of the time-reversal invariant classes (see
columns 7 and 8 of Table II). These two parameters are the
IGG elements associated with Eq. (4j) for O = C6 and S, re-
spectively, and characterize the phases that a spinon acquires
in completing the corresponding spacetime processes. We find
that 20 classes obtained from the pure space-group PSG are
further “fractionalized” as a result of these additional parame-
ters, thereby increasing the total number of PSG classes from
28 to 48. In U(1) PSG, χC6T and χST do not increase the
number of classes since they are fully determined by the Z2

parameters wC6
and wS that are already introduced for the

pure space-group PSG. The phenomenon described here in
fact also happens in the classification of other projective lat-
tice symmetries: it is generally true that adding time-reversal

symmetry will increase the number of Z2 PSG classes and
reduce the number of U(1) PSG classes.

III. ANALYSIS OF THE MEAN-FIELD ANSÄTZE

The PSG classification in the last section provides the sym-
metry constraints on constructing Hamiltonians that describe
fractionalized spinons in symmetric U(1) and Z2 spin liquids.
Since the gauge fields are deconfined in a spin liquid phase,
a good description for the spinons is already achieved at the
mean-field level. In this section, we present a complete list
of parton mean-field Hamiltonians for symmetric spin liquids
on the pyrochlore lattice. These Hamiltonians can either be
analyzed in their own right, or serve as a first step towards a
more realistic description of spin liquids upon adding spinon
interactions or fluctuating gauge fields.

A. Construction of the mean-field Ansätze

We are now in the position to construct the mean-field
Ansatz for each PSG class. The most general mean-field
Ansatz for fermionic spinons can be written as

H =
∑

α=0,x,y,z

Hα, Hα =
∑
rμ,r′

ν

Hα
rμ,r′

ν
,

Hα
rμ,r′

ν
= Tr

[
σα�rμ

u(α)
rμ,r′

ν
�

†
r′
ν

]
,

(24)

where u(α)
rμ,r′

ν
with α = 0, x, y, z contain all 16 real parameters

for the bond rμ → r′
ν ,

u(0)
rμ,r′

ν
= ia0

rμ,r′
ν
1 − (

b0
rμ,r′

ν
σ 1 + c0

rμ,r′
ν
σ 2 + d0

rμ,r′
ν
σ 3),

u(x)
rμ,r′

ν
= ax

rμ,r′
ν
1 + i

(
bx

rμ,r′
ν
σ 1 + cx

rμ,r′
ν
σ 2 + dx

rμ,r′
ν
σ 3),

u(y)
rμ,r′

ν
= ay

rμ,r′
ν
1 + i

(
by

rμ,r′
ν
σ 1 + cy

rμ,r′
ν
σ 2 + dy

rμ,r′
ν
σ 3
)
,

u(z)
rμ,r′

ν
= az

rμ,r′
ν
1 + i

(
bz

rμ,r′
ν
σ 1 + cz

rμ,r′
ν
σ 2 + dz

rμ,r′
ν
σ 3
)
.

(25)

Note that 1 denotes the 2 × 2 identity matrix.
The bond parameters are subject to constraints provided

by the PSG. The PSG operators Õ and T̃ are the symmetry
operators of the Hamiltonian H , meaning Õ : H → H and
T̃ : H → H . Since the spinons transform under Õ and T̃
according to Eqs. (11) and (12), we have the following rules:

(1) For a general translation t = t1e1 + t2e2 + t3e3, we have

u(α)
rμ,r′

ν
= u(α)

(r−t )μ,(r′−t )ν
eiσ 3[t2(r′

1−r1 )−t3(r′
1−r1−r′

2+r2 )]χ1 . (26)

(2) For space-group elements O ∈ {C6, S}, the singlet and
the triplet parts transform as

WO[O(rμ)]u(0)
rμ,r′

ν
W †

O[O(r′
ν )] = u(0)

O(rμ ),O(r′
ν ),

WO[O(rμ)]u(i)
rμ,r′

ν
RO

i j W
†
O[O(r′

ν )] = u( j)
O(rμ ),O(r′

ν ),
(27)

with

RC6 =
⎛⎝ 1

1
1

⎞⎠, RS =
⎛⎝ 1

1
−1

⎞⎠. (28)

(3) For time reversal T ,

uα
rμ,r′

ν
= −WT (rμ)uα

rμ,r′
ν
W †

T (r′
ν ). (29)
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By solving Eqs. (26)–(29) for the 16 real parameters at each
bond, we obtain the mean-field Ansätze for the PSG classes.

The pyrochlore bonds can be categorized into equivalence
classes (or orbits) of the space group, where the bonds within
each class are related by space-group transformations, while
the bonds in different classes are unrelated. In order to obtain
the complete mean-field Ansatz, it suffices to obtain the mean-
field solution for one representative bond of each equivalence
class. We choose and express these representative bonds as
follows:

(1) We use the greek letters α, β, γ , δ to parametrize
the representative onsite bond (0, 0, 0)0 → (0, 0, 0)0, the
latin small letters a, b, c, d to parametrize the representa-
tive nearest-neighbor (NN) bond (0, 0, 0)0 → (0, 0, 0)1, and
the latin capital letters A, B,C, D to parametrize the rep-
resentative next-nearest-neighbor (NNN) bond (0, 0, 0)1 →
(0,−1, 0)2. The choice of representative ith-nearest-neighbor
bonds and their parametrization for 3 � i � 8 can be found in
Appendix F.

(2) Take the representative NN bond, for example. In an
Ansatz for the Z2 PSG without time-reversal symmetry, all
16 terms in Eq. (25) may be nonvanishing. We then use eight
complex numbers ah, bh, ch, dh, ap, bp, cp, dp to parametrize
the 16 real parameters in this bond: explicitly, we write (omit-
ting the bond label (0, 0, 0)0 → (0, 0, 0)1),

u(0) = i Reah1 − Reapσ
1 − Imapσ

2 − Imahσ
3,

u(x) = Rebh1 + i(Rebpσ
1 + Imbpσ

2 + Imbhσ
3),

u(y) = Rech1 + i(Recpσ
1 + Imcpσ

2 + Imchσ
3),

u(z) = Redh1 + i(Redpσ
1 + Imdpσ

2 + Imdhσ
3).

(30)

In the U(1) PSG, we only have hopping bilinears, therefore
the σ 1 and σ 2 terms in Eq. (25) vanish, and we parametrize
Eq. (25) as

u(0) = i Rea1 − Imaσ 3, u(x) = Reb1 + i Imbσ 3,

u(y) = Rec1 + i Imcσ 3, u(z) = Red1 + i Imdσ 3.
(31)

The symmetry relations (26), (27), and (29) impose con-
straints on these parameters, and the numbers of independent
real bond parameters are usually smaller than 16 or 8 in the Z2

and U(1) Ansätze, respectively. To determine the independent
bond parameters, one needs to find all the symmetry opera-
tions (the so-called “stabilizers” of the symmetry group) that
leave the representative bonds invariant. All such space-group
symmetry operations for ith-nearest-neighbor bonds (i � 8)
have been listed in Appendix F. As an example, time-reversal
symmetry leaves any bond invariant. In the U(1) case, apply-
ing the time-reversal PSG in Eq. (22) to Eq. (29) reduces the
bond parametrization in Eq. (31) to

u(0) = −Imaσ 3, u(x) = i Imbσ 3,

u(y) = i Imcσ 3, u(z) = i Imdσ 3.
(32)

In the Z2 case, applying the time-reversal PSG in Eq. (23)
to Eq. (29) reduces the bond parametrization in Eq. (30)

depending on the value of ημ for μ = 0, 1:

u(0) = −Reapσ
1 − Imapσ

2, u(x) = i(Rebpσ
1 + Imbpσ

2),

u(y) = i(Recpσ
1 + Imcpσ

2), u(z) = i(Redpσ
1 + Imdpσ

2)

(33)

for η0 = η1 and

u(0) = i Reah1 − Imahσ
3, u(x) = Rebh1 + i Imbhσ

3,

u(y) = Rech1 + i Imchσ
3, u(z) = Redh1 + i Imdhσ

3

(34)

for η0 = −η1. Note that the form of Eq. (34) coincides with
that of a U(1) Ansatz [see Eq. (31)]. However, pairing terms
(in which parameters have a subscript “p”) do appear for
other bonds (e.g., the representative NNN bond), and this is
generally not a U(1) Ansatz.

The final result of the mean-field parameters for represen-
tative bonds up to NNN are presented in Table III for the U(1)
PSG and Table IV for the Z2 PSG. The effect of time-reversal
symmetry has also been addressed therein.

B. Symmetry properties of the zero-flux Ansätze

The symmetry constraints imposed by the PSG given in
the last section are formulated in real space. For analyzing
the properties of the mean-field Ansätze, it is more helpful
to see how the projective symmetry transformations apply in
momentum space. In the zero-flux case (χ1 = 0), the action
of each projective symmetry is simple and can be explicitly
given. To start with, we define the Bogoliubov–de Gennes
(BdG) basis (where the spin indices are suppressed):

�k = ( fk,0, fk,1, fk,2, fk,3, f †
−k,0, f †

−k,1, f †
−k,2, f †

−k,3)T .

The Hamiltonian is then written as

H =
∑

k∈BZ+
�

†
kHBdG(k)�k, (35)

where the momentum sum is over half of the Brillouin zone
(BZ) with, say k3 > 0. This Hamiltonian has the standard
Bogoliubov form

HBdG(k) =
(HU(1)(k) Hp(k)

H†
p −HT

U(1)(−k)

)
, (36)

where HU(1) and Hp correspond to the hopping and pairing
terms in Eq. (25) for the Z2 PSG. For the U(1) PSG, the
pairing terms vanish and the BdG form corresponds to two
copies of the U(1) Hamiltonian HU(1).

In terms of the BdG Hamiltonian matrix HBdG(k) describ-
ing each zero-flux Ansatz, we have the following symmetry
constraints:

W †
C6,wC6

(k)HBdG(k)WC6,wC6
(k) = HBdG(C6(k) + μ3φST1 b1),

(37)

W †
S,wS

(k)HBdG(k)WS,wS (k) = HBdG[S(k) + μ3φST1 (b1+3b3)],

(38)
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TABLE III. Independent mean-field parameters and constraints for the 18 U(1) PSG classes of pyrochlore space-group symmetry only and
16 U(1) PSG classes of pyrochlore space-group symmetry combined with time-reversal symmetry. The tabulation is such that the latter are
embedded in the former; and that daggered square brackets “[ ]†” are used to enclose data that are specific to the former. The parameters not
referenced are enforced to be zero. Note the zero- and π -flux PSG have identical free mean-field parameters up to NNN bonds, but this is no
longer true when considering third-nearest-neighbor bonds.

Class Independent nonzero parameters Constraints

χ1–(wC6
wS )–(χST1χC6S ) Onsite NN NNN NN NNN

0–or π–(0 0)–(0 0) Imα Ima, Imc ImA, [ReB]†, ImB, ImD Imc = −Imd B = −C∗

0–or π–(0 0)–(0 π ) Imα Imb, [Rec]† ImA, [ReB]†, ImB, ImD [Rec = Red]† B = −C∗

0–or π–(0 1)–(0 0) Imc [ReB]†, ImB Imc = Imd B = −C
0–or π–(0 1)–(0 π ) [Rec]† [ReB]†, ImB [Rec = Red]† B = −C
0–or π–(1 0)–(0 0) Imc ImA, [ReB]†, ImB, ImD Imc = Imd B = −C∗

0–or π–(1 0)–(0 π ) [Rec]† ImA, [ReB]†, ImB, ImD [Rec = Red]† B = −C∗

0–or π–(1 1)–(0 0) Ima, Imc [ReB]†, ImB Imc = −Imd B = −C
0–or π–(1 1)–(0 π ) Imb, [Rec]† [ReB]†, ImB [Rec = Red]† B = −C
[ π

2 –(0 1) –(π 0)]† [−]† [Imc]† [ReB, ImB]† [Imc = Imd]† [B = −C]†

[ π

2 –(0 1) –(π π )]† [−]† [Rec]† [ReB, ImB]† [Rec = Red]† [B = −C]†

where bi (with i = 1, 2, 3) are the three reciprocal lattice
vectors in units of a−1, while μi (with i = 1, 2, 3) are the
Pauli matrices acting in the particle-hole space ( f , f †)T .
The derivation of these equations together with the forms of
WC6,wC6

(k) and WS,wS (k) can be found in Appendix E. We

point out that, due to the projective nature of the symmetry
transformation, an annihilation operation f can be mapped to
either an annihilation operator f or a creation operator f †.
Therefore, the unitary matrices WO,wO (k) with O = C6, S are
either off-diagonal (corresponding to wO = 1) or diagonal
(corresponding to wO = 0) in the particle-hole space. Let
us understand the implications of this property for a U(1)
zero-flux Ansatz with wC6

= 1 by considering the action of

I = C
3
6:

wC6
= 1 : W †

I HU(1)(k)WI = −H∗
U(1)(k) ∀k ∈ BZ. (39)

Therefore, projective inversion acts like the product of faith-
ful inversion and charge conjugation, which ensures that the
energies come in ±E (k) pairs for the entire BZ.

C. Zero-flux U(1) Ansätze with wS = 1: Projective
symmetry-protected gapless nodal star

Unlike the wC6
= 1 classes, a zero-flux U(1) Ansatz with

wC6
= 0 does not necessarily have energy levels coming in

±E (k) pairs at each momentum k. However, in the case of
wS = 1 (regardless of wC6

), there exists a one-dimensional
(1D) submanifold in the BZ along which this is true. In fact,
along this submanifold,

� = {(ς1, ς2, ς3)k|ς1,2,3 = ±}, (40)

the energy levels not only come in ±E (k) pairs, but are always
gapless at E = 0, i.e., there are always two degenerate modes
sitting at the Fermi energy. We call this 1D submanifold
� the star manifold, and refer to the gapless modes as the
nodal star zero modes (see Fig. 2 for an illustration). A direct
check by adding up to eighth-nearest-neighbor bonds (given
in Appendix F) with generic bond parameters shows that the
zero modes are robust as long as the projective symmetries

are intact. This is strong evidence that the nodal star zero
modes are not accidental but are protected by the projective
symmetries.

Such a nodal star structure has been reported in other
contexts. In Ref. [28], Burnell et al. studied an SU(2) in-
variant Ansatz with purely imaginary NN hoppings forming
π/2 fluxes on all pyrochlore faces: the so-called ‘monopole
flux” state. Such an Ansatz preserves charge conjugation,
the product of inversion and time reversal I ◦ T , and the 24
“proper elements” of the point group Oh, but it breaks the
individual time-reversal and inversion symmetries. The 24
“proper elements” and the composed symmetry I ◦ T allow
the mapping of one NN bond to all the other NN bonds, while
charge conjugation and I ◦ T ensure that the Hamiltonian is
real and an odd function of k. An algebraic proof was then
given to show that the matrix structure on the star submanifold
leads to nodal star zero modes and that the symmetries forbid
a chemical potential which could otherwise gap out the nodal
star. However, the proof relies on the restriction of the hopping
to the nearest neighbors, and it is not clear in the proof if the
nodal star is truly symmetry protected, i.e., whether further
neighbor symmetry-allowed hoppings can gap out the nodal
star. A similar nodal star state also appears in the bosonic

FIG. 2. Illustration of the nodal star Fermi surface; the contour
corresponds to an energy infinitesimally above the Fermi level.
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TABLE IV. Independent mean-field parameters and constraints for the 28 Z2 PSG classes of pyrochlore space-group symmetry only and
48 Z2 PSG classes of pyrochlore space-group symmetry combined with time-reversal symmetry. The tabulation uses the double-daggered
double-square brackets “[[ ]]‡” to enclose data that are specific to the latter, and whenever a class of the latter is derived from a class of
the former then a symbol “ ” is used to specify their relation. Also we set k = 1 (see Table II for the definition of k). The parameters
not referenced are enforced to be zero. We denoted F2 = {Imαh, Imαp}, F4 = {Imah, Imch, Imap, Imcp}, F5 = {ReBh, ImAp, ImBp, ImDp},
F6 = {ImAh, ImBh, ImDh, ImAp, ImBp, ImDp}.

Class (χ1χST1 )– Independent nonzero parameters Constraints (NN and NNN)

(χC6SχSC6
χC6

) j Onsite NN NNN

(00)–or (ππ )–(000) Imαh, αp Imah, Imch, ap, cp ImAh, Bh, ImDh, Ap, Bp, Dp Imdh = −Imch, cp = −dp,Ch = −B∗
h, Bp = Cp

[[(χT C6
χT S ) = (00)]]‡ [[F2]]‡ [[F4]]‡ [[F6]]‡ [[Constraints inherited from above]]‡

(00)–or (ππ )–(π00) Imαh, αp Imbh, Rech, bp ImAh, Bh, ImDh, Ap, Bp, Dp Redh = Rech,Ch = −B∗
h, Bp = Cp

[[(χT C6
χT S ) = (00)]]‡ [[F2]]‡ [[Imbh, Imbp]]‡ [[F6]]‡ [[Constraints inherited from above]]‡

(00)–or (ππ )–(0ππ ) Reαp Reah, ch, Imcp Ah, Bh, Dh, ImAp, Bp, ImDp dh = −c∗
h, Imdp = Imcp,Ch = Bh,Cp = −B∗

p

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[Imch, Imcp]]‡ [[F6]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (π0)]]‡ [[Reαp]]‡ [[Reah, ch]]‡ [[Ah, Bh, Dh]]‡ [[Constraints inherited from above]]‡

(00)–or (ππ )–(πππ ) Reαp Rebh, Recp Ah, Bh, Dh, ImAp, Bp, ImDp Redp = Recp, rCh = Bh,Cp = −B∗
p

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[−]]‡ [[F6]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (π0)]]‡ [[Reαp]]‡ [[Rebh]]‡ [[Ah, Bh, Dh]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(0π0)1 Rebh, Recp Bh, ReAp, Bp, ReDp Imbh = √
3Rebh, Imcp = √

3Recp, cp = dp,
ImAp = −√

3ReAp,Ch = −Bh,
ImDp = −√

3ReDp,Cp = e−(2π/3)iB∗
p

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Rebh]]‡ [[ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(0π0)3 Reαp Rebh, Recp Bh, ReAp, Bp, ReDp Redp = Recp,Ch = −Bh,Cp = B∗
p

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[−]]‡ [[ImBh, ImBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (0π )]]‡ [[Reαp]]‡ [[Rebh]]‡ [[ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(ππ0)0 Reαp Reah, ch, Imcp Bh, ReAp, Bp, ReDp dh = −c∗
h, Imdp = Imcp,Ch = −Bh,Cp = B∗

p

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[Imch, Imcp]]‡ [[ImBh, ImBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (0π )]]‡ [[Reαp]]‡ [[Reah, ch]]‡ [[ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(ππ0)2 Reah, ch, Recp Bh, ReAp, Bp, ReDp Imah = −√
3Reah, dh = e

π
3 ic∗

h, Imcp = 1√
3
Recp,

dp = cp, ImAp = √
3ReAp,Ch = −Bh,

Cp = e(2π/3)iB∗
p, ImDp = √

3ReDp

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Reah, ch]]‡ [[ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(00π ) Reαp Imah, Imch, ap, cp ReAh, Bh, ReDh, Bp Imdh = −Imch, dp = −cp,Ch = B∗
h,Cp = −Bp

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[F4]]‡ [[ImBh, ImBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (ππ )]]‡ [[Reαp]]‡ [[ap, cp]]‡ [[ReAh, Bh, ReDh]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(π0π ) Reαp Imbh, Rech, bp ReAh, Bh, ReDh, Bp Redh = Rech,Ch = B∗
h, Bp = −Cp

[[(χT C6
χT S ) = (00)]]‡ [[−]]‡ [[Imbh, Imbp]]‡ [[ImBh, ImBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (ππ )]]‡ [[Reαp]]‡ [[bp]]‡ [[ReAh, Bh, ReDh]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(0ππ )0 Rebh, Recp Bh, ReAp, Bp, ReDp Imbh = −√
3Rebh, Imcp = 1√

3
Recp, cp = dp,

ImAp = − 1√
3
ReAp,Ch = −Bh,

Cp = e−(π/3)iB∗
p, ImDp = − 1√

3
ReDp

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Rebh]]‡ [[ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(πππ )0 Reah, ch, Recp Bh, ReAp, Bp, ReDp Imah = −√
3Reah, dh = ei(π/3)c∗

h ,
Imcp = −√

3Recp, cp = dp, ImAp = − 1√
3
ReAp,

Ch = −Bh,Cp = e−(π/3)iB∗
p, ImDp = − 1√

3
ReDp

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Reah, ch]]‡ [[ ReAp, Bp, ReDp]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(0ππ )1 – Rebh, Imcp Bh, ImAp, Bp, ImDp Imdp = Imcp,Ch = −Bh,Cp = −B∗
p

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Rebh]]‡ [[ImAp, Bp, ImDp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (π0)]]‡ [[−]]‡ [[Rebh]]‡ [[ReBh, ReBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (ππ )]]‡ [[−]]‡ [[−]]‡ [[F5]]‡ [[Constraints inherited from above]]‡

(0π )–or (π0)–(πππ )1 Reah, ch, Recp Bh, ImAp, Bp, ImDp dh = −c∗
h, Redp = Recp, Ch = −Bh,Cp = −B∗

p

[[(χT C6
χT S ) = (0π )]]‡ [[−]]‡ [[Reah, ch]]‡ [[ImAp, Bp, ImDp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (π0)]]‡ [[−]]‡ [[Reah, Rech, Recp]]‡ [[ReBh, ReBp]]‡ [[Constraints inherited from above]]‡

[[(χT C6
χT S ) = (ππ )]]‡ [[−]]‡ [[Recp, Imch]]‡ [[F5]]‡ [[Constraints inherited from above]]‡
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description of a Z2 spin liquid [39] at the NN level. In that
case, it was explicitly shown that an infinitesimal NNN bond
amplitude is enough to gap out the nodal line to discrete
points.

Here, we provide a proof that the nodal star zero modes
appearing in our wS = 1 classes are indeed protected by the
projective symmetries (see Appendix H). The proof is alge-
braic, and can be viewed as a generalized version of that given
in Ref. [28]. The proof relies on the following observation:
while an unprojective screw symmetry relates the Hamilto-
nian at momentum k = (kx, ky, kz ) with that at momentum
(ky, kx,−kz ), a projective screw symmetry relates the Hamil-
tonian at momentum k = (kx, ky, kz ) with that at momentum
(−ky,−kx, kz ). Therefore, focusing on the (1,1,1) nodal line
without loss of generality, the symmetry operation

R ≡ S ◦ C3 ◦ C3 ◦ S ◦ C3 ◦ S (41)

leaves the momenta along the nodal line unchanged in the case
of a projective S. This symmetry constrains the Hamiltonian
along the nodal line [cf. Eq. (39)],

W †
R (k, k, k)HU(1)(k, k, k)WR(k, k, k) = −H∗

U(1)(k, k, k),

(42)

and implies that the energy levels come in ±E (k) pairs.
Considering the analogous action of the threefold rotation C3

[which also maps (k, k, k) to itself],

W †
C3

(k, k, k)HU(1)(k, k, k)WC3 (k, k, k) = HU(1)(k, k, k),

(43)

and the specific forms of WR(k, k, k) and WC3 (k, k, k), it can
then be shown (see Appendix H) that the rank of the ma-
trix HU(1)(k, k, k) is at most 6, which implies that it has at
least two zero eigenvalues. Since our proof only relies on the
symmetry properties of the spinon Hamiltonian, the result uni-
versally applies to any fully symmetric mean-field Ansatz with
a projective screw symmetry (wS = 1), even beyond the NN
(or NNN) level. In turn, this suggests that a pyrochlore spin
liquid with a nodal star Fermi surface may be commonplace.

IV. NODAL STAR U(1) SPIN LIQUID

In this section, we restrict ourselves to the study of U(1)
spin liquids with a gapless nodal star structure as was put for-
ward in the last section. Our goal is to develop a full-fledged
low energy theory whose degrees of freedom include both
the nodal star spinons and the U(1) gauge field. The gauge
field has physical consequences and may lead to observable
effects. Such effects have been explored in U(1) spin liquids
with a spinon Fermi surface where the U(1) gauge fluctuations
lead to T 2/3 and T ln(1/T ) scaling in the specific heat for
two and three spatial dimensions, respectively [40,41]. These
non-Fermi liquid behaviors have been important experimental
touchstones for the discovery of spinon Fermi surface U(1)
spin liquids. In this regard, it is interesting to ask how gauge
fluctuations affect the thermodynamic properties of the nodal
star U(1) spin liquid. We hope that the answer to this question
provided in this section can serve as a primer for the more
interesting properties of the nodal star U(1) spin liquid.

A. Low energy effective model for spinon nodal bands

In this section, we take a specific class of nodal star spin
liquid and study its low energy properties in detail. We choose
the U(1) class 0–(1 1)–(0 π ) and only keep the NN mean-
field parameters b = ibi and c = cr . Although the energy at
arbitrary momentum cannot be written in a closed form, the
energies along the star (ς1k, ς2k, ς3k) ∈ � have a simple ex-
pression:

E1,2 = 0, E3 = −E4 = 4
√

2cr,

E5,6 = −E7,8 =
√

6b2
i + 20c2

r − 6
(
b2

i − 2c2
r

)
cos k.

(44)

For simplicity, we set bi = √
2cr ; this specific Ansatz should

be continuously connected to those at other parameter regions.
The low energy dispersion along the nodal lines and in vicinity
of the � point is then well described by the following effective
Hamiltonian:

H(k) = dk · σ, (45a)

dk =
⎛⎝cos k3 − cos k2

cos k1 − cos k3

cos k2 − cos k1

⎞⎠. (45b)

Along each momentum section perpendicular to the star lines,
the spinon field has the dispersion of a 2+1D Dirac field,
where the Dirac velocity v = √

3 sin k is a sinusoidal function
of the star momentum (ς1k, ς2k, ς3k). In the vicinity of the �

point, the model can be further simplified by expanding dk:

dk = (
k2

2 − k2
3 , k2

3 − k2
1 , k2

1 − k2
2

)+ O(k4). (46)

The spinon nodal star creates an interesting instance of U(1)
gauge fields interacting with gapless matter. This is in contrast
with the quantum spin ice model established in Ref. [15]
where the matter fields are gapped and the low energy de-
scription is the Maxwell theory.

B. Nodal star spinons with U(1) gauge field

We now assume that the nodal star spinons are coupled
to a U(1) gauge field. The low energy effective Hamiltonian
describing the spinon nodal bands in Eq. (45a) corresponds to
a Lagrangian

L0 = ψ
†
k [−ik0 + H(k)]ψk, (47)

where we use the imaginary time formulation and denote
k = (k0, k) as the four-momentum in Euclidean spacetime.
The U(1) gauge field has a Maxwell term

LM = 1

2g2
Aμ(k)(k2δμν − kμkν )Aν (−k), (48)

which emerges in this low energy effective theory by integrat-
ing out the high energy spinon bands. Finally, the gauge field
couples to the spinon fields in the form of

L1 =
∑

q

iA0(−q)ψ†
k−q/2ψk+q/2 + Ai(−q)ψ†

k−q/2

× ∂H(k)

∂ki
ψk+q/2 +

∑
q,q′

Ai(q)Aj (q′)ψ†
k+q′

∂2H(k)

∂k j∂ki
ψk−q

+ O(A3), (49)
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FIG. 3. The two diagrams for the photon self-energy at one-loop
level: the “vacuum polarization bubble” (left) and the “tadpole”
(right). Solid (wavy) lines denote spinon (photon) propagators.

where the first two lines are the usual minimal coupling terms
and the third line is a diamagnetic coupling term. The com-
plete theory describing the low energy nodal star spinons and
the U(1) gauge field is thus

L = L0 + LM + L1 + Lgf + Lgh, (50)

where we have also included a gauge fixing term and a ghost
term for later use [42]:

Lgf = 1

2ξ
kμkνAμ(k)Aν (−k), (51a)

Lgh = 1

g2
η̄kk2ηk. (51b)

It is the goal of the next section to derive an effective theory
for the photon field.

C. Vacuum polarization for the emergent photons

We follow the usual perturbative approach to calculate the
photon effective action within the random phase approxima-
tion (RPA). The validity of this calculation will be commented
below.

At one-loop level, the spinon-gauge coupling L1 produces
two diagrams for the photon self-energy, as shown in Fig. 3.
Due to gauge invariance, the photon self-energy must (i) van-
ish when q → 0 and (ii) satisfy the Ward identity at small q.
We prove these properties at one-loop level in Appendix H.
We show that, at q = 0, the two diagrams of Fig. 3, the “vac-
uum polarization bubble” and the “tadpole,” cancel each other.
Furthermore, at q 
= 0, the corrections to the tadpole are only
O(q2), while, as we will show below, there are corrections
to the vacuum polarization bubble at a lower order of q.
Therefore, at leading order in q, the photon self-energy can be
identified as the q-dependent part of the vacuum polarization
bubble. Ignoring a minus sign resulting from the fermion loop,
the vacuum polarization bubble reads

�μν (q) =
∫

d4k

(2π )4
Tr
[
�μ(k)G0

(
k + q

2

)
�ν (k)G0

(
k − q

2

)]
,

(52)

where G0(k) = 1
ik0−H(k) is the Green’s function for the bare

spinon Lagrangian L0, and the vertex �μ obtained from
Eq. (49) has the following form:

�0(k) = i12×2, �1(k) = sin k1(σ 2 − σ 3),

�2(k) = sin k2(σ 3 − σ 1), �3(k) = sin k3(σ 1 − σ 2).
(53)

While the anisotropic forms of the Hamiltonian [Eq. (47)]
and the vertices [Eq. (53)] make it difficult to evaluate the
polarization in Eq. (52) exactly, it is physically clear that
there are two distinct momentum regions in the BZ. These
two regions, the star region and the gapped region away from
the star, result in different scalings of the photon self-energy.
The contribution from the gapped region away from the nodal
lines, �1, is O(q2), as can be directly seen from expanding the
polarization in Eq. (52). The final result for �1 is constrained
by the Ward identity (see Appendix H) to have the form of the
bare Maxwell term in Eq. (48), hence it simply renormalizes
the corresponding coupling constant g. In contrast, the contri-
bution from the star region, �0, is linear in q with logarithmic
corrections. This means that �0 completely dominates over
�1 at low energy and small momentum. In the following, we
focus on the calculation of �0.

We first provide an intuitive understanding for the linear
scaling �0 ∼ |q| and the existence of logarithmic corrections.
In the BZ, each plane perpendicular to the nodal direc-
tion has a Dirac dispersion E = v|k⊥| with a Dirac velocity
v = √

3 sin k‖ that is a sinusoidal function of the nodal line
momentum (ς1, ς2, ς3)k‖. Restricted to such a plane, the
spinon-gauge coupled system can be viewed as a QED3.
The vacuum polarization diagram in QED3 scales linearly in
q⊥ = (q0, vq⊥) as

�ab
QED3 =

√
q2

⊥

(
δab − qa

⊥qb
⊥

q2
⊥

)
, a = 0, 1, 2. (54)

The polarization of one nodal line branch can therefore be
obtained by considering copies of QED3 interacting with
each other. To the leading order of q, these QED3 copies are
decoupled, and we find that the polarization in the star region,
�0, summed over these QED3 copies and over different line
branches, scales linearly with q. Note, however, that this pic-
ture is oversimplified as the vanishing Dirac velocity at the
� point would lead to unphysical divergence in the limit of
q0/|q| → 0 when integrating over copies of QED3:∫ π

0
dk‖�00

QED3 ∼
∫ π

0
dk‖

1√
q2

0 + q2
⊥ sin2 k‖

q0/|q⊥|→0−−−−−→ divergent!

(55)

In reality, the quadratic dispersion near the � point takes over
as the Dirac dispersion flattens, which removes the unphysical
divergence and introduces a small momentum cutoff θ0 for
the nodal line momentum k‖. The cutoff is determined by
the criterion that the Dirac dispersion becomes comparable
to the quadratic dispersion around the � point, v|k⊥| ∼ k2,
which gives θ0 ∼ |k| and thus changes the integration range
in Eq. (55) as ∫ π

0
dk‖ →

∫ π−|q|

|q|
dk‖. (56)

This cutoff introduces a logarithmic correction to the 00, 0i,
and i0 components of the polarization tensor.

To understand the scaling behavior of �0 in a more rigor-
ous manner, we provide in Appendix I the scaling analysis of
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the vacuum polarization tensor in Eq. (52) for q0/|q| � 1. We
find that

�00
0 ∼ −|q| ln

(
1

q2 + ω2/q2

)
+ |q| f00(q0/q2), (57a)

�0i
0 ∼ iq0 ln

(
1

q2 + ω2/q2

)
+ q2 f0i(q0/q2), (57b)

�
i j
0 ∼ |q| + |q|3 fi j (q0/q2), (57c)

where, in each expression, the first and the second terms
denote the contributions from the nodal lines and the region
near the � point, respectively, while f00(x), f0i(x), and fi j (x)
are regular functions for any 0 < |x| < 1. We see that, in all
components of the polarization tensor, the contribution from
the � region is subdominant compared to that from the nodal
lines themselves.

The analysis in the preceding two paragraphs allows us to
obtain the analytic form of the dominant contribution to the

photon self-energy by performing a “QED3-type” calculation
for the nodal lines. The detailed calculation can be found in
Appendix I. Here we stress that the “QED3-type” calculation
performed here must be understood with caution. In the usual
perturbative calculation of QED3, a large parameter N (the
number of fermion flavors) is introduced to ensure the validity
of the RPA and the convergence in the IR limit. While we
introduce no explicit large parameter N in our calculation,
such a large N should be understood to be present whenever
needed, and we hope that the result can be analytically con-
tinued to the N = 1 case.

With this caution in mind, we present the final result here:
at the leading order of q, the photon self-energy is

�(iq0, q) =
∑

ς1,ς2,ς3=±1

�ς1,ς2,ς3 (iq0, q), (58)

where �ς1,ς2,ς3 (iq0, q) is the contribution from the nodal line
branch (ς1, ς2, ς3). The individual contributions are

�ς1,ς2,ς3 (iq0, q) =
√

q2
0

16
√

3π

×

⎛⎜⎜⎜⎜⎜⎜⎜⎝

Q2

q2
0

F −ς1
Q1
q0

F −ς2
Q2
q0

F −ς3
Q3
q0

F

−ς1
Q1
q0

F (1 + Q2
11

Q2 )F + (1 − Q2
11

Q2 )E −ς1ς2

[
( 1

2 − Q2
33

Q2 )F + ( 1
2 + Q2

33
Q2 )E

]
−ς1ς3

[
( 1

2 − Q2
11

Q2 )F + ( 1
2 + Q2

11
Q2 )E

]
−ς2

Q2
q0

F −ς1ς2

[
( 1

2 − Q2
33

Q2 )F + ( 1
2 + Q2

33
Q2 )E

]
(1 + Q2

22
Q2 )F + (1 − Q2

22
Q2 )E −ς2ς2

[
( 1

2 − Q2
11

Q2 )F + ( 1
2 + Q2

11
Q2 )E

]
−ς3

Q3
q0

F −ς1ς3

[
( 1

2 − Q2
22

Q2 )F + ( 1
2 + Q2

22
Q2 )E

]
−ς2ς3

[
( 1

2 − Q2
11

Q2 )F + ( 1
2 + Q2

11
Q2 )E

]
(1 + Q2

33
Q2 )F + (1 − Q2

33
Q2 )E

⎞⎟⎟⎟⎟⎟⎟⎟⎠
,

(59)

where

F = F
(
π − |q|,−Q2/q2

0

)− F
(|q|,−Q2/q2

0

)
, (60a)

E = E
(
π − |q|,−Q2/q2

0

)− E
(|q|,−Q2/q2

0

)
(60b)

are the incomplete elliptic integrals of the first and second
kinds, respectively, with elliptic modulus Q/q0, and

Q1 = 2ς1q1 − ς2q2 − ς3q3, (61a)

Q2 = −ς1q1 + 2ς2q2 − ς3q3, (61b)

Q3 = −ς1q1 − ς2q2 + 2ς3q3, (61c)

Q2 = 1
3

(
Q2

1 + Q2
2 + Q2

3

)
, (61d)

Q2
11 = Q2 − 3(ς2q2 − ς3q3)2, (61e)

Q2
22 = Q2 − 3(ς3q3 − ς1q1)2, (61f)

Q2
33 = Q2 − 3(ς1q1 − ς2q2)2. (61g)

For each branch (ς1, ς2, ς3), �ς1,ς2,ς3 (iq0, q) has two zero
eigenvalues corresponding to eigenvectors (q0, q1, q2, q3)
and (0, ς1, ς2, ς3); the former one is the longitudinal four-
momentum vector. The remaining two nonzero eigenval-

ues,
√

3
32π

√
q2

0E and
√

3
32π

q2
0+ 1

3 Q2√
q2

0

F , are nondegenerate; they

correspond to one “transverse” eigenvector (0, ς1(ς2q2 −
ς3q3), ς2(ς3q3 − ς1q1), ς3(ς1q1 − ς2q2)) and one “longitu-
dinal” eigenvector (−Q2

q0
, ς1Q1, ς2Q2, ς3Q3), where “trans-

verse” and “longitudinal” are understood with respect to the
spatial three-momentum (Q1, Q2, Q3). The nondegeneracy
here implies that the boost symmetry of the QED3 is broken in
our theory, which can be traced back to the “boost symmetry
breaking” of the vertices in Eq. (53).

The photon self-energy �(iq0, q) contains the longitudi-
nal four-momentum vector as an eigenvector corresponding
to eigenvalue zero, which ensures that the Ward iden-
tity qμ�μν = 0 is preserved. However, since the four
star branches have different three-momenta (Q1, Q2, Q3),
�(iq0, q) can no longer be decomposed into longitudinal and
transverse modes.

Suppose ei(iq0, q) with i = 1, 2, 3 are the three nonzero
eigenvalues of �(iq0, q) that correspond to the eigenvectors
vi(iq0, q). The dressed photon Green’s function is then

Dμν (iq0, q) =
3∑

i=1

Pμν
i

1
g2 q2 + ei(q)

+ ξ
qμqν

q4
, (62)

where Pμν
i = v

μ
i vν

i are the projectors for the i = 1, 2, 3
modes. The last term results from the gauge fixing term Lgf

in Eq. (51a).
We remind the reader that the photon self-energy cal-

culated here is for zero temperature. A finite temperature
calculation can also be considered following Ref. [43]. We
leave such a calculation to future work.
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D. Photon contribution to thermodynamics

We now proceed to calculate the photon contribution to the
thermodynamics. The photon free energy reads

F = − 1

2β

∑
n

∫
d3q

(2π )3

[
ln det D(iωn, q)

+ 2 ln β2
(
ω2

n + q2
)]

, (63)

where ωn is the Matsubara frequency and D is the photon Mat-
subara Green’s function. The second term of F comes from
the fictitious free energy for the ghost fields ηk in Eq. (51b).
Half of this fictitious term will cancel the contribution from
the gauge fixing term ξqμqν/q4 in the photon Green’s func-
tion, while the other half will contribute a positive term ∝T 4

to the free energy. Such a term would cancel out the longitu-
dinal mode in the free gauge theory; however, as we will see,
this is no longer the case in the full theory when the photons
are coupled to the spinons. Converting the Matsubara sum to
a contour integral, we then obtain

F = π2

90
T 4 +

3∑
i=1

∫ +∞

−∞

dω

2π

1

eβω − 1

×
∫

d3q

(2π )3
tan−1

( −ω0+ + ImeR
i (ω, q)

−ω2 + q2 + ReeR
i (ω, q)

)
,

(64)

where eR
i (ω, q) are the eigenvalues of the retarded polar-

ization �R(ω, q) = �(iq0 → ω+, q) with the notation ω+ =
ω + i0+. Note that the dressed photon Green’s function
corresponds to zero temperature and that the temperature
dependence of the free energy comes entirely from the Boltz-
mann function. The momentum-frequency integral in the free
energy can be separated into two regions that give different
scaling behaviors.

The “dynamic” region: |ω|/|q| � 2. In this region, we have
Q2

ω2 � 4q2

ω2 � 1, and the elliptic functions E and F are both real.
The eigenvalues eR

1,2,3 are then purely imaginary due to the

prefactor
√

q2
0 → −iω on the upper half plane in Eq. (59).

Furthermore, the eigenvalues are of the same amplitude:

eR
1,2,3 → − i sgn(ω)

4
√

3π
when |ω|/|q| → ∞, (65)

which is much larger than −ω2 + q2 at small frequency. We

then have tan−1( ImeR
i (ω,q)

−ω2+q2 ) ∼ −π
2 sgn(ω) and, hence, the free

energy scales with temperature as

Fdyn(T ) ∼ 3
∫ +∞

−∞

dω

2π

1

eβω − 1

4π
3

(2π )3

ω3

8

(
−π

2

)
= − π2

480
T 4,

(66)

where we have dropped an unphysical part Fdyn(0) which is
divergent and temperature independent. One notices that the
free energy (and other thermodynamic properties, such as the
entropy and the specific heat) of each dressed photon is a
fraction of that of a free photon, which can be viewed as
being contributed by a fractional degree of freedom. Such
a phenomenon also appears at infinite coupling of large N
QED3 [44].

The “static” region: |ω|/|q| � 1. In this region, by using
the asymptotic forms of the elliptic functions, the polariza-
tion �μν in Eq. (59) agrees with the general scaling form
in Eq. (57). The Ward identity ω�00 + qi�

i0 = 0 suggests
that �0i ∼ |ω|

|q| �
00 � �00. Therefore, the �00 component is

decoupled from the 3 × 3 block of the polarization tensor with
spatial indices and is identified with one of the eigenvalues,
eR

3 . The remaining eigenvalues eR
1,2 then correspond to the two

transverse polarization modes. All three eigenvalues eR
1,2,3 are

generally complex, and we find the following scaling form for
them:

eR
1,2 ∼ −iω

[
E

(
0,

2q2

(ω+)2

)
− F

(
0,

2q2

(ω+)2

)]
∼ |q| − i

ω2

|q| sgn(ω), (67a)

eR
3 ∼ i

q2

ω

[
F

(
π − θ0,

2q2

(ω+)2

)
− F

(
θ0,

2q2

(ω+)2

)]
θ0∼|q|−−−→ |q| ln

(
1

max{ |ω|
|q| , |q|}

)

+ i|q|u
( |ω|

|q|
)

sgn(ω)θ

( |ω|
|q| − |q|

)
, (67b)

where u( |ω|
|q| ) scales as u(x) ∼ const + x2. The eigenvalues

of the transverse modes, eR
1,2, do not diverge near � or L,

therefore the cutoff θ0 has been set to zero.
In writing these asymptotic expressions, we have neglected

the angular dependence in the momentum. The validity of
this approximation has been numerically verified. For |ω| >

q2, the physical modes i = 1, 2, 3 lead to a dressed photon
Green’s function of the form

Dμν = Pμν
1 + Pμν

2
1
g2 (q2c2 − ω2) + 1

2
√

3π

(|q| − i sgn(ω)ω2

|q|
)

+ Pμν
3

1
g2 (q2c2 − ω2) + 1

2
√

3π

[|q| ln |q|
|ω| + i sgn(ω)|q|] .

(68)

Note that the imaginary parts have opposite signs and that
the Pμν

3 term will contribute negatively to the specific heat.
The photon “bare” velocity c and the coupling g come from
integrating out the gapped spinon bands at higher energies.
The “bare” velocity c should be comparable to the mean
Dirac velocity of the nodal line spinons, c ∼ 1, and we take
g � 1 following Ref. [45]. Therefore, at small q, we have
|q| > q2 > ω2, and we only keep |q| in the real part. The free
energy can then be written as Fsta = F 1,2

sta + F 3
sta, where the

contributions F 1,2
sta and F 3

sta correspond to the eigenvalues eR
1,2

and eR
3 , respectively:

F 1,2
sta = −2

∫ �

0

q2dq

2π2

∫ |q|

0

dω

2π

1

eβω − 1
2 tan−1 ω2

q2
, (69a)

F 3
sta = −2

∫ �

0

q2dq

2π2

∫ <|q|

q2

dω

2π

1

eβω − 1
tan−1 1

ln |ω|
|q|

, (69b)
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where the dimensionless parameter � is the upper momentum
cutoff at which the nodal line approximation becomes invalid.
Setting x = ω/|q| in F 1,2

sta , we obtain

F 1,2
sta ∼ −

∫ �

0
q3dq

∫ 1

0
dx

x2

eβ|q|x − 1
∼ −

∫ �

0
dq q3F

( |q|
T

)
,

(70)

where F (y) = ∫ 1
0 dx x2

eyx−1 . For y → 0, we have F (y) = 1
2y +

O(1), while for y → +∞, the upper limit can be ex-
tended to +∞, and we have F (y) → 2ζ (3)/y3. Therefore, at
low temperatures, T < �, we have F 1,2

sta ∼ −2(
∫ T

0 dq q3 T
q +∫ �

T dq q3 T 3

q3 ) ∼ −�T 3 + O(T 4), and the leading contribution

to free energy is −�T 3.
For the remaining contribution F 3

sta, we perform the follow-
ing transformation:

F 3
sta

ω≡qα+1

−−−−→ −2
∫ �

0
q2dq

∫ α0>0

1

qα+1

α(eβqα+1 − 1)
dα

z≡βqα+1

−−−−→ 2
∫ 1

α0>0

dα

α(α + 1)
T (α+4)/(α+1)

×
∫ �α+1/T

0

z3/(α+1)

ez − 1
dz. (71)

Numerics show that F 3
sta is independent of α0 whenever α0 <

0.5. Note also that, when z � 1, we can approximate ez − 1 ∼
ez, meaning that, at large z, the integral will contribute to the
free energy with an exponentially small term e−1/T . There-
fore, we can safely extend the upper limit to infinity, and the
integral in z then gives∫ ∞

0

z3/(α+1)

ez − 1
dz = �

(
4 + α

1 + α

)
Li(4+α)/(1+α)(1). (72)

Since it is approximately true for 0.5 < α < 1 that

�
(

4+α
1+α

)
Li(4+α)/(1+α)(1)

α(α + 1)
∼ 0.84

α2
, (73)

the contribution F 3
sta takes the leading-order form

F 3
sta ∼

∫ 1

α0

1

α2
T (α+4)/(α+1)dα ∼ −T 5/2

ln T
+ O

(
T 5/2

ln2 T

)
. (74)

From all the analysis above, we conclude that the contribution
F 3

sta dominates the dressed photon free energy at low temper-
ature. Note that this dominant term contributes negatively to
the specific heat.

E. Final result for the specific heat

At the noninteracting level, the temperature scaling of the
spinon free energy can be obtained from the spinon density
of states by a simple power counting. The spinons near the
nodal lines and the � point have densities of states g(ε) ∝ ε

and g(ε) ∝ √
ε, and contribute to the specific heat as cv ∝ T 2

and cv ∝ T 3/2, respectively. The final result for specific heat
is then

cv ∼ T 3/2 + T 3/2

ln T
+ subleading terms. (75)

Compared to a U(1) QSL with gapped matter fields, the lead-
ing term in the specific heat has a lower power-law exponent,
cv ∝ T 3/2, while the subleading term has a negative contribu-
tion at low temperature. Since the Dirac velocity v is related to
the pyrochlore spin exchange J by v ∼ Ja/h̄, the small value
of J (typically a few meV) indicates that this T 3/2 scaling
likely dominates at low temperature over nonmagnetic contri-
butions and may serve as strong evidence for the observation
of a nodal star spin liquid.

V. DISCUSSION AND OUTLOOK

A. Summary

In this paper, we obtain the complete classification of
spin-orbit-coupled spin liquids with either Z2 or U(1) gauge
structure on the pyrochlore lattice, within the PSG framework
for Abrikosov fermions. We find that there are at most 18
U(1) and 28 Z2 PSG classes with full pyrochlore space-group
symmetry, and that the number of classes reduces to 16 for
U(1) and increases to 48 for Z2 if time-reversal symme-
try is further imposed. We present the explicit form of the
mean-field Hamiltonian for each PSG class upon gauge fix-
ing. We also show that, in the U(1) case, several classes of
mean-field Ansätze possess robust spinon zero modes along
high-symmetry lines in the Brillouin zone and that these nodal
lines are protected by the projective screw symmetry. A low
energy effective theory for the nodal line spinons coupled to
U(1) gauge fields is given. Finally, we calculate the spinon
contribution to the photon self-energy at one-loop level and
study the thermodynamics of the dressed photon within the
RPA approximation. We find that the most dominant contri-
butions to the specific heat are T 3/2 from the bare spinons and
T 3/2/ ln T from the dressed photons.

B. Z2 PSGs from fermionic and bosonic partons

We now discuss the relationship between the Z2 PSGs
obtained from fermionic and bosonic partons. In a previous
work [39], we employed Schwinger bosons to classify Z2 spin
liquids on the pyrochlore lattice with full lattice and time-
reversal symmetries. There, we found 16 distinct PSG classes
and labeled them by four Z2 parameters, n1, nST1 , nC6S , and
nC6

, that are the bosonic counterparts of the χ ’s in the current
work. The other IGG parameters are all related to these four
parameters, for example, we have nSC6

= n1 + nC6
+ nST1 ,

nT C6
= nC6

, and nT S = n1 + nST1 .
By comparing these bosonic quantum numbers with the

fermionic ones, we see that each bosonic class corresponds
to an appropriate class in the fermionic PSG with lattice and
time-reversal symmetries. In fact, the bosonic classes all have
their counterparts already in the fermionic PSG with only
pyrochlore space-group symmetry through the corresponding
Z2 quantum numbers (ηSC6

= η1ηST1ηC6
). The fermionic PSG,

however, has a larger number of classes, some of which do
not have bosonic counterparts. From Appendix C, it is seen
that the additional fermionic classes exist due to the violation
of the condition ηSC6

= η1ηST1ηC6
or as a result of multiple

solutions to the SU(2) equation (which are distinguished by an
additional discrete parameter j). Upon imposing time-reversal
symmetry, the number of fermionic classes increases from 28
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to 48, and the 16 bosonic classes still have 16 counterparts
among them.

Physically, the bosonic and fermionic PSGs are sup-
posed to describe fractionalized excitations with bosonic and
fermionic statistics, respectively: the bosonic and fermionic
spinons. This has been well understood for 2D Z2 QSLs with
topological order. In the 2D case, the elementary (fractional-
ized) excitations are bosonic spinons, fermionic spinons, and
visons. A fermionic spinon can be viewed as a bound state of
a bosonic spinon and a vison, which induces a corresponding
product rule between the vison, boson, and fermion PSGs. It
was argued in Ref. [46] on general grounds that the classes
common in bosonic and fermionic PSGs realize gapped Z2

symmetric spin liquids, while the additional classes in the
fermionic PSG realize symmetry-protected gapless Z2 spin
liquids. However, it is not clear whether the claim directly
applies to our case. Concretely, one can compare the inde-
pendent nonzero mean-field parameters at a given bond level
between the corresponding bosonic and fermionic classes, and
the numbers do not always match. The possible reasons are
that (i) the required assumption of U(1) spin symmetry for
the proof of Ref. [46] is absent in our case, and (ii) the di-
mensionality is different in our case. Indeed, the dimensional
augmentation to 3D may fundamentally change the corre-
spondence between the bosonic and fermionic PSGs since the
visons are now linelike objects and do not straightforwardly
relate bosonic and fermionic spinons to each other.

Understanding the relation between the fermionic and
bosonic PSG classifications is an important goal. In addition
to extracting the statistics of the fractionalized excitations
discussed above, it can be used to map out the phases prox-
imate to a QSL and the possible transition types. Indeed, the
bosonic representation has the fundamental advantage that it
can describe a transition to a magnetically ordered state via
the condensation of bosonic spinons, while such a transition
cannot be easily described in the fermionic representation.
Therefore, we hope to establish a clearer understanding of this
important relation in a future work.

C. Z2 and U(1) PSGs using fermionic partons

The Z2 mean-field Ansätze have spinon pairing terms
which manifestly break the U(1) symmetry down to its sub-
group Z2. However, in special cases, when some of the
mean-field parameters are switched off, the Z2 Ansätze may
possess an enlarged symmetry. If this enlarged symmetry is
(or contains) U(1), the Ansatz with parameters switched off
belongs to some “root” U(1) PSG class and the Z2 PSG can be
viewed as being derived from this U(1) PSG class by “gauge
symmetry breaking” via the Higgs mechanism. The simplest
way one can enlarge Z2 symmetry to U(1) is by switching
off all the pairing parameters in a Z2 Ansatz. If this can be
consistently done without violating the PSG, we obtain an
explicit U(1) Ansatz with only hopping terms. For example,
if we take the nonprojective Z2 class (00)–(000) and naively
switch off the pairings, we get exactly the U(1) nonprojective
mean-field state 0–(00)–(00).

However, the correspondence between a Z2 and a U(1)
Ansatz may not always be apparent and may be masked by
the different gauge fixing conventions used for the Z2 and

the U(1) Ansätze. For example, a mean-field Hamiltonian
with only singlet pairing terms (ap and its equivalents at fur-
ther neighbor bonds) also has a U(1) symmetry. This pairing
U(1) symmetry can be converted to the usual hopping U(1)
symmetry by an appropriate gauge transformation. For Z2

classes with time reversal and (χT C6
, χT S, k) = (0, 0, 3) (see

Table II), such a gauge transformation can be chosen as

W = e−i(π/4)σ 2
, (76)

which transforms the time-reversal PSG according to
WT (rμ) = iσ 3 → WWT (rμ)W † = iσ 1. The mean-field pa-
rameters therefore transform as

i(Reaσ 1 + Imbσ 2) → i(−Reaσ 3 + Imbσ 2),

i.e., the real part of the pairing term is transformed into a
hopping term, which is consistent with Eq. (32). In this case,
keeping only the real part of the singlet pairing will recover a
U(1) Ansatz.

In closing this section, we point out that a general mapping
between Z2 and U(1) pyrochlore PSG classes is still lacking.
Understanding such a relation will be important in mapping
out phase diagrams containing various spin liquids and mag-
netic orders.

D. The nonprojective U(1) class: Topological insulator

Let us examine the topological properties of the U(1)
PSG class 0–(00)–(00): this is the “trivial” class in which
symmetries are realized linearly (i.e., nonprojectively). This
symmetry structure also applies to physical electrons in-
stead of spinons: it can describe ordinary, nonfractionalized
itinerant electrons on the pyrochlore lattice. Such systems
have been intensely studied in the context of pyrochlore iri-
dates [47–49]. There, the most striking prediction from theory
is the existence of a topological insulator phase, which occu-
pies a finite volume in the phase space spanned by spin-orbit
couplings up to NNN [47–49].

The most complete of these prior works [47–49] is
Ref. [49], which determined the general form of the Hamil-
tonian up to second neighbor hoppings. Here, we provide
an explicit mapping between the parameters used there and
those used in Table III: there are in total two real inde-
pendent parameters (t1, t2) for the NN bonds and three real
independent parameters (t ′

1, t ′
2, t ′

3) for the NNN bonds [49],
which are related to our PSG results by (t1, t2, t ′

1, t ′
2, t ′

3) =
(Ima, Imc, ImA, ImB + ImD, ImB − ImD). This serves as a
partial check of our classification and allows the results in
Refs. [47–49] to directly apply in the PSG context.

Given the existence of a topological insulator phase in
the “trivial” U(1) PSG class, it is reasonable to believe that
other classes may also support nontrivial topological phases.
Among them, it would be of specific interest to identify those
that are protected by the projectiveness of the symmetry and
would appear only in systems with fractionalized degrees of
freedom.

E. Future directions

The mean-field Ansätze for the PSG classes listed in this
work provide abundant ground state candidates for model
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spin Hamiltonians on the pyrochlore lattice. In the works
reported so far, the monopole flux state [28] has the lowest
energy as a variational mean-field Ansatz for the pyrochlore
Heisenberg model. The monopole flux state does not belong
to our classification with the full pyrochlore lattice symmetry
since it spontaneously breaks lattice inversion. An interesting
question is then whether any of the fully symmetric states may
be energetically favored by the Heisenberg model, and if not,
what is the physical reason for the energy being lowered by
spontaneous symmetry breaking. In this regard, it is inter-
esting to study the PSG classification of chiral spin liquids
on the pyrochlore lattice, in which certain space-group sym-
metries are replaced by them composed with time-reversal
symmetries. Furthermore, since rare-earth pyrochlore materi-
als are intrinsically spin-orbit coupled, it is also natural to take
our PSG Ansätze as variational states for the full spin-orbit-
coupled pyrochlore exchange model [50]. These questions are
addressed in an ongoing work that will be reported elsewhere.

One outcome of this work is the realization, in several PSG
classes, of the nodal star U(1) spin liquid, which represents a
new family of pyrochlore U(1) spin liquids beyond the known
prototypes, whose low energy nodal structure is protected by
the pyrochlore space-group symmetries. We point out that the
proof of the symmetry protected nature of the nodal lines also
applies to several classes of chiral spin liquids, including the
monopole flux state [28]. In the present work, our main focus
has been on the spinon corrections to the gauge field. Sub-
sequent questions—such as how the gauge field feeds back
into the spinons and how the vertices receive corrections—
have been outside the scope of this work and require a more
involved calculation. These calculations may reveal addi-
tional contributions to the thermodynamic properties and will
provide insights for another important observable, the spin
susceptibility. Even at the noninteracting level, the nodal line
spinons will lead to spectral features that should be observable
in, e.g., neutron scattering experiments. For example, a broad
low energy continuum should be seen along appropriate high-
symmetry planes of the Brillouin zone. The observation of
such signatures may serve as direct evidence for a pyrochlore
spin liquid state. We leave the study of these aspects of the
nodal star U(1) spin liquid to a future work.

There are also several more broad directions to be explored.
The pyrochlore PSG may be studied from the perspective
of symmetry-protected crystalline insulators and symmetry-
enriched topological orders. Apart from the case of the
nonprojective U(1) Ansätze mentioned in the preceding sec-
tion, the topological aspects of the spinon bands have not been
investigated in this work and deserve further study. Another
future direction is the stability of the gapless states beyond
the mean-field approximation. While at the latter level, we
have proven that the nodal line is symmetry protected, it is
not clear if it remains robust against symmetry-allowed spinon
interactions. In this regard, it would be interesting to look for
criteria that forbid a single gapped many-body ground state
of the spinon Hamiltonian from appearing in the presence
of spinon interactions and full pyrochlore symmetry, similar
to the proposals of Ref. [46]. In the context of Z2 QSLs, a
related theme would be to generalize the Lieb-Schultz-Mattis
theorem to the pyrochlore lattice and other geometrically frus-
trated 3D lattice types. The screw symmetry, which is crucial

to the nodal star spin liquids, is an instance of nonsymmorphic
symmetry and, in this regard, it is compelling to connect our
results with recent works, such as Refs. [51,52] and especially
Ref. [53] (considering that the classification result for the
pyrochlore space group there is missing).
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APPENDIX A: SOLVING U(1) PSG EQUATIONS:
SPACE-GROUP PART

The space-group parts of the PSG equations are(
GTi Ti

)(
GTi+1 Ti+1

)(
GTi Ti

)−1(
GTi+1 Ti+1

)−1 ∈ IGG, (A1a)(
GC6

C6
)6 ∈ IGG, (A1b)

(GSS)2(GT3 T3
)−1 ∈ IGG, (A1c)(

GC6
C6
)(

GTi Ti
)(

GC6
C6
)−1(

GTi+1 Ti+1
) ∈ IGG, (A1d)

(GSS)
(
GTi Ti

)
(GSS)−1(GT3 T3

)−1(
GTi Ti

) ∈ IGG, (A1e)

(GSS)
(
GT3 T3

)
(GSS)−1

(
GT3 T3

)−1 ∈ IGG, (A1f)[(
GC6

C6
)
(GSS)

]4 ∈ IGG, (A1g)[(
GC6

C6
)3

(GSS)
]2 ∈ IGG. (A1h)

The corresponding SU(2) equations are

WTi (rμ)WTi+1

[
T −1

i (rμ)
] · W −1

Ti

[
T −1

i+1 (rμ)
]
W −1

Ti+1
(rμ) = eiσ 3χi ,

(A2a)

WC6
(rμ)WC6

[
C

−1
6 (rμ)

]
(A2b)

WC6

[
C

−2
6 (rμ)

]
WC6

[
C

−3
6 (rμ)

] ·
WC6

[
C

−4
6 (rμ)

]
WC6

[
C

−5
6 (rμ)

] = eiσ 3χC6 , (A2c)

WS (rμ)WS[S−1(rμ)]W −1
T3

(rμ) = eiσ 3χS , (A2d)

WC6
(rμ)WTi

[
C

−1
6 (rμ)

] ·
W −1

C6
[Ti+1(rμ)]WTi+1 [Ti+1(rμ)] = eiσ 3χC6Ti , (A2e)

WS (rμ)WTi [S
−1(rμ)] ·

W −1
S

[
T −1

3 Ti(rμ)
] ·

W −1
T3

[Ti(rμ)]WTi [Ti(rμ)] = eiσ 3χSTi , (A2f)

WS (rμ)WT3 [S−1(rμ)] ·
W −1

S

[
T −1

3 (rμ)
]
W −1

T3
(rμ) = eiσ 3χST3 , (A2g)
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WC6
(rμ)WS

[
C

−1
6 (rμ)

] ·
WC6

[(C6S)−1(rμ)] ·
WS[(C6SC6)−1(rμ)] ·
WC6

[(C6SC6S)−1(rμ)] ·
WS[(C6SC6SC6)−1(rμ)] ·
WC6

[(C6SC6SC6S)−1(rμ)] ·
WS[(C6SC6SC6SC6)−1(rμ)] = eiσ 3χC6S , (A2h)

WC6

[
C

−2
6 (rμ)

]
WS
[
C

−3
6 (rμ)

] ·
WC6

[(
C

3
6S
)−1

(rμ)
] ·

WC6

[(
C

3
6SC6

)−1
(rμ)

] ·
WC6

[(
C

3
6SC

2
6

)−1
(rμ)

]
WS[S(rμ)] = eiσ 3χSC6 , (A2i)

where all the χ ∈ [0, 2π ) for U(1) IGG, and χ ∈ {0, π} for
Z2 IGG.

The general form for WO(r) is WO(r) = (iσ 1)wOeiσ 3φO (r),
where wO = 0 or 1, O ∈ {T1, T2, T3,C6, S}. From Eq. (A2f)
we see we must have wT3 = 0; further from Eq. (A2e) we have
wT1 = wT2 = 0. Therefore Eq. (A2a) becomes a pure phase
equation

φTi (rμ) + φTi+1

[
T −1

i (rμ)
]− φTi

[
T −1

i+1(rμ)
]− φTi+1 (rμ) = χi;

(A3)

using gauge freedom to set φT1 (rμ) = 0, φT2 (r1, 0, 0)μ = 0,
and φT3 (r1, r2, 0) = 0, we have

φT1 (rμ) = 0, φT2 (rμ) = −χ1r1, φT3 (rμ) = χ3r1 − χ2r2.

(A4)

Equation (A2e) gives

(−1)wC6
(
φC6

(rμ) + φTi

[
C

−1
6 (rμ)

]− φC6
[Ti+1(rμ)]

)
+ φTi+1 [Ti+1(rμ)] = χC6Ti

, (A5)

consistency condition

�iφC6
(rμ) + �i+1φC6

[
T −1

i (rμ)
]

= �i+1φC6
(rμ) + �iφC6

[
T −1

i+1(rμ)
]
, i = 1, 2, 3, (A6)

where we defined �iφ(rμ) = φ(rμ) − φ[T −1
i (rμ)], requires

(−1)wC6 χ1 = χ3, −χ1 + (−1)wC6 χ2 = 0,

χ2 = (−1)wC6 χ3, (A7)

which means that, if wC6
= 0, then χ1 = χ2 = χ3 and no

quantization condition is imposed on χ1,2,3; if wC6
= 1, then

χ1 = χ2 = χ3 = 0 or π . Combining the two cases we can
write

φC6
(rμ) = −r1(r2 − r3)χ1 − (δμ,2 − δμ,3)χ1r1 + δμ,2χ1r3

− (−1)wC6 (χC6T3
r1 + χC6T1

r2 + χC6T2
r3) + ρμ,

(A8)

where we abbreviated ρμ ≡ φC6
(0, 0, 0)μ. By plugging the

expression (A8) into Eq. (A2c), we get the following
conditions:

(1) When wC6
= 0,

6ρ0 = 2(ρ1 + ρ2 + ρ3) + χC6T1
+ χC6T2

+ χC6T3

= χC6
;

(A9)

(2) when wC6
= 1,

χC6
= χC6T1

+ χC6T2
+ χC6T3

= 0. (A10)

By plugging the result (A4) into Eqs. (A2f) and Eq. (A2g), we
get

�1φS (rμ) = χ1(r1 − r2 + δμ,1 − δμ,2)

+ (−1)wS (−χST1 + χST3 ), (A11a)

�2φS (rμ) = χ1(2r1 − (−1)wS r1 − r2 + 2δμ,1 − δμ,2)

+ (−1)sW (−χST2 + χST3 ), (A11b)

�3φS (rμ) = χ1[(1 + (−1)wS )(r1 − r2) + δμ,1 − δμ,2]

+ (−1)wS χST3 . (A11c)

Consistency conditions for φS similar to (A6) give

[−2 + (−1)wS ]χ1 = χ1, [1 + (−1)wS ]χ1 = 0,

0 = −[1 + (−1)wS ]χ1,
(A12)

therefore when wS = 0, χ1 = 0 or π ; when wS = 1, χ1 = 0,
π
2 , π , or 3π

2 . And

φS (�rμ) =
(

(r1 + 1)r1

2
− (r2 + 1)r2

2
− r1r2

)
χ1

+ [(δμ,1 − δμ,2)χ1 + (−1)wS (χST3 − χST1 )]r1

+ [(2δμ,1 − δμ,2)χ1 + (−1)wS (χST3 − χST2 )]r2

+ [(δμ,1 − δμ,2)χ1 + (−1)wS χST3 ]r3 + θμ, (A13)

where we abbreviated θμ = φS (0, 0, 0)μ. By plugging the re-
sults (A13) and (A4) into Eq. (A2d), we get the following:

(1) When wS = 0,

χST3 = 0, (A14a)

θ0 + θ3 = 2θ1 − χ1 + χST1

= 2θ2 + χ1 + χST2

= χS; (A14b)

(2) when wS = 1,

2χ1 + 2χST1 − χST3 = 2χ1 − 2χST2 + χST3

= 0, (A15a)

−θ0 + θ3 + χST3 = −χ1 − χST1 + χST3

= χ1 − χST2 + χST3

= θ0 − θ3

= χS. (A15b)

At this point we are left with two equations, (A2h) and (A2i).
Depending on the Z2 value of wC6

and wS we have the fol-
lowing four cases:
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(1) (wC6
,wS ) = (0, 0): Eq. (A2h) gives

χC6T1
+ χC6T2

+ χC6T3
+

3∑
μ=0

(ρμ + θμ) = χC6S, (A16)

and Eq. (A2i) gives

2χST1 − 3χC6T1
+ 3χC6T2

− χC6T3

= 2χST2 − 3χC6T1
− χC6T2

+ 3χC6T3

= 0, (A17a)

θ0 + θ3 + 3ρ0 + ρ1 + ρ2 + ρ3 + χC6T2
+ χC6T3

= 2θ1 + 2(ρ1 + ρ2 + ρ3) + 2χC6T1
+ 2χC6T3

= 2θ2 + 2(ρ1 + ρ2 + ρ3) + 2χC6T1
+ 2χC6T2

= χSC6
. (A17b)

(2) (wC6
,wS ) = (0, 1): Eq. (A2h) gives

−θ0 − θ1 + θ2 + θ3 + ρ0 − ρ1 + ρ2 − ρ3

+χC6T1
− χC6T2

− χC6T3
= χC6S, (A18a)

θ0 + θ1 − θ2 − θ3 − ρ0 + ρ1 − ρ2 + ρ3

− 2(χST1 − χST2 + χST3 )

+χC6T1
− χC6T2

− χC6T3
= χC6S, (A18b)

2(−χST1 + χST2 − χST3 )

+ 2(χC6T1
− χC6T2

− χC6T3
) = 0, (A18c)

where the second equation can be obtained from the first and
the third. Equation (A2i) gives

−χST3 + χC6T1
− χC6T2

− χC6T3
= 0, (A19a)

−θ0 + θ3 + 3ρ0 − ρ1 − ρ2 − ρ3 − χC6T2
− χC6T3

= −χST3 + χC6T1
− χC6T2

− χC6T3

= θ0 − θ3 − 3ρ0 + ρ1 + ρ2 + ρ3 + χC6T2
+ χC6T3

= χSC6
. (A19b)

(3) (wC6
,wS ) = (1, 0): Eq. (A2h) gives

2(χST1 − χST2 + χST3 ) + 2(χC6T1
− χC6T2

− χC6T3
) = 0,

(A20a)

−θ0 − θ1 + θ2 + θ3 − ρ0 + ρ1 − ρ2 + ρ3

+χC6T1
− χC6T2

− χC6T3

= θ0 + θ1 − θ2 − θ3 + ρ0 − ρ1 + ρ2 − ρ3

−χC6T1
+ χC6T2

+ χC6T3

= χC6S. (A20b)

This gives 2χC6S = 0 so χC6S = 0 or π . Equation (A2i) gives

χST3 − χC6T1
− χC6T2

− χC6T3
= 0, (A21a)

−θ0 + θ3 − ρ0 + ρ1 − ρ2 + ρ3 − χC6T2
− χC6T3

= 0 = χSC6
. (A21b)

(4) (wC6
,wS ) = (1, 1): Eq. (A2h) gives

3∑
μ=0

(θμ − ρμ) = χC6S, (A22)

and Eq. (A2i) gives

−2χST1 + χST3 = −2χST2 + χST3 = 0, (A23a)

θ0 + θ3 − ρ0 − ρ1 + ρ2 − ρ3 + χC6T2
+ χC6T3

= 2θ1 − 2ρ1 − 2ρ2 + 2ρ3 − 2χC6T2

= 2θ2 + 2ρ1 − 2ρ2 − 2ρ3 − 2χC6T3

= χSC6
. (A23b)

We now choose a gauge to fix some of the phases.
This gauge applies to all four classes above. First,
under gauge transformation W (rμ) = 1 for μ = 0,
W (ri ) = eiσ 3ψiri for i = 1, 2, 3, where ψi is any constant
phase, the values of χC6T1

, χC6T2
, and χST2 change.

This means they are ineffective in labeling the PSG
classes, and by properly choosing ψi we can set them
to be

χC6T1
= 0, χC6T2

= 0, χST2 = 0. (A24)

Then, we can use the IGG freedom [the freedom of choosing
a global U(1) phase] to set

ρ0 = θ2 = 0 ⇒ χC6
= 0. (A25)

Finally, using the “sublattice” gauge transformation

W (rμ) = eiφμ, (A26)

where φμ is any constant phase, WC6
(rμ) for μ = 1, 2 and

WS (rμ) for μ = 0 will transform as

(iσ 1)wC6 eiφC6
(r1 )σ 3 → eiφ1σ

3
(iσ1)wC6 eiφC6

(r2 )σ 3

e−iφ3σ
3

= (iσ 1)wC6 ei[(−1)
wC6 φ1+φC6

(r1 )−φ3]σ 3

,

(A27a)

(iσ 1)wC6 eiφC6
(r1 )σ 3 → eiχ1σ

3
(iσ 1)wC6 eiφC6

(r2 )σ 3

e−iφ1σ
3

= (iσ1)wC6 ei[(−1)
wC6 φ2+φC6

(r2 )−φ1]σ 3

,

(A27b)

(iσ1)wS eiφS (r0 )σ 3 → eiφ0σ
3
(iσ 1)wS eiφS (r0 )σ 3

e−iφ3σ
3

= (iσ 1)wS ei[(−1)wS φ0+φS (r0 )−φ3]σ 3
.(A27c)

Then, by properly choosing φ0,1,2,3 we are able to set

ρ1 = ρ2 = θ0 = 0. (A28)

Equations (A24), (A25), and (A28) significantly simplify
Eqs. (A16)–(A23), and furthermore allow them to be solved
without any ambiguity. The final result is presented in Table I.

APPENDIX B: SOLVING U(1) PSG EQUATIONS: ADDING
TIME REVERSAL

There is one complication when considering time reversal
T . Acting on spins, it is the antiunitary operator

T : Ŝ → iσ yKŜ(−iσ yK), (B1)
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where K is the complex conjugation operator that complex
conjugates everything on its right. This induces an action on
� as

T : � → (iσ y)K�. (B2)

Introducing a gauge field associated to T , we have

GT ◦ T : �(rμ) → (iσ y)K�(rμ)WT (rμ). (B3)

Now we apply this to a mean-field bond:

GT ◦ T : Hα
rμ,r′

ν
→ Tr

[
(σα )∗(iσ y)K�(rμ)WT (rμ)uα

rμ,r′
ν

×W †
T (r′

ν )�†(r′
ν )(−iσ y)K

]
= Tr

[
(σα )∗σ y�(rμ)W ∗

T (rμ)
(
uα

rμ,r′
ν

)∗
×W T

T (r′
ν )�†(r′

ν )σ y
]
, (B4)

where we have noted that both the bond uα
rμ,r′

ν
and σα are

complex-conjugated by K. However, we can get rid of this
complex conjugation by defining a new gauge field W̃T (rμ)
by

WT (rμ) ≡ iσ 2W̃T (rμ). (B5)

Using the identity σ 2uσ 2 = u∗ for u ∈ SU(2), we have
W ∗

T (rμ) = W̃T (rμ)iσ 2 and

σ 2
(
u0

rμ,r′
ν

)∗
σ 2 = −u0

rμ,r′
ν
,

σ 2
(
u(i)

rμ,r′
ν

)∗
σ 2 = u(i)

rμ,r′
ν
, i = x, y, z,

(B6)

and

σ 2(σ 0)∗σ 2 = σ 0,

σ 2(σ i )∗σ 2 = −σ i, i = x, y, z;
(B7)

we see that the form (25) is specially designed so that

GT ◦ T : Hα
rμ,r′

ν
= Tr

[
σα�rμ

uα
rμ,r′

ν
�

†
r′
ν

]
→ −Tr

[
σα�rμ

W̃T (rμ)uα
rμ,r′

ν
W̃ †

T (r′
ν )�†

r′
ν

]
.

(B8)

Therefore, with the redefined gauge W̃T , T̃ = GT ◦ T can be
regarded as a unitary operation with an additional sign flip
for the mean-field parameters (this sign flip keeps track of the
antiunitarity of T ).

For the rest of the appendices and in the main text, we will
remove the “̃ ” in W̃T and call it WT for simplicity. It is then
easy to see that in a time-reversal symmetric Ansatz Eq. (B8)
leads to Eq. (29).

The SU(2) equations associated with Eqs. (4j) and (4i) are

WT (rμ)WTi (rμ)W −1
T
[
T −1

i (rμ)
]
W −1

Ti
(rμ) = eiσ 3χT Ti , (B9a)

WT (rμ)WC6
(rμ)W −1

T
[
C

−1
6 (rμ)

]
W −1

C6
(rμ) = eiσ 3χT C6 , (B9b)

WT (rμ)WS (rμ)W −1
T [S−1(rμ)]W −1

S (rμ) = eiσ 3χT S , (B9c)

W 2
T (rμ) = eiσ 3χT , (B9d)

where all the χ ∈ [0, 2π ) for U(1) IGG, and χ ∈ {0, π} for
Z2 IGG.

The above analysis explains the general strategy of treating
the projective time-reversal operation. Below we specialize to

the case of a U(1) gauge group and solve the corresponding
PSG equations (B9). The general form of WT is

WT (rμ) = (iσ 1)wT eiφT (rμ )σ 3
, (B10)

where wT = 0 or 1. We now discuss these two cases sepa-
rately.

When wT = 0, Eq. (B9a) gives

φT (rμ) = φT (0μ) +
3∑

i=1

χT Ti ri. (B11)

Then look at Eq. (B9d). We can use the IGG freedom to set
χT = 0. This requires

2φT (0μ) = 2χT Ti = 0, μ = 0, 1, 2, 3 and i = 1, 2, 3.

(B12)
By plugging the form (B11) into Eqs. (B9b) and (B9c), we get

(−1)wC6 χT T3 + χT T1

= (−1)wC6 χT T1 + χT T2

= (−1)wC6 χT T2 + χT T3

= 0, (B13a)

φT (00)[(−1)wC6 − 1]

= (−1)wC6 φT (03) − φT (01)

= (−1)wC6 φT (01) − φT (02)

= (−1)wC6 φT (02) − φT (03)

= −χT C6
, (B13b)

−χT T1 [(−1)wS + 1] + (−1)wS χT T3

= −χT T2 [(−1)wS + 1] + (−1)wS χT T3

= χT T3 [(−1)wS − 1] = 0, (B13c)

φT (03)(−1)wS − φT (00) − χT T3 (−1)wS

= φT (01)[(−1)wS − 1] − χT T1 (−1)wS

= φT (01)[(−1)wS − 1] − χT T1 (−1)wS

= φT (00)(−1)wS − φT (03)

= −χT S. (B13d)

Equations (B13a) and (B13c) only give zero solution χT T1 =
χT T2 = χT T3 = 0 for any combinations of wC6

= 0, 1 and
wS = 0, 1. Then, Eqs. (B13b) and (B13d) have the only so-
lution φT (00) = φT (01) = φT (02) = φT (03); and by further
using the IGG freedom of time reversal we can set this
phase to zero. Therefore the final solution for wT = 0 is
WT (rμ) = 1. However, this implies uα

rμ,r′
ν
= −uα

rμ,r′
ν

according
to Eq. (29), which gives vanishing mean-field Ansätze. This
indicates that wT = 0 is not physical.

Next consider the case wT = 1. We again solve Eq. (B9a)
first: consistency condition requires −2χ1 = 0, therefore
χ1 = 0 or π , and we have

φT (rμ) = φT (0μ) −
3∑

i=1

χT Ti ri. (B14)

Then we solve Eqs. (B9b) and (B9c). In all four cases given
by wC6

= 0 or 1 and wS = 0 or 1, we have 2χC6T1
= 2χC6T2

=
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2χC6T3
= 2χST1 = 2χST2 = 2χST3 = 0. Then, since χ1 = 0 or

π and χST1 = 0 or 2π/3 are the only possible values in the
space-group PSG solution, we see that

χC6T1
= χC6T2

= χC6T3
= χST1 = χST2 = χST3 = 0. (B15)

Furthermore, analogous to the wT = 0 case, we obtain
χT T1 = χT T2 = χT T3 = 0 and φT (00) = φT (01) = φT (02) =
φT (03). Then we can always set this phase to zero using the
IGG freedom of time reversal. This further implies

χT C6
= χT S = 0. (B16)

In conclusion, in the U(1) PSG case, adding time-reversal
symmetry does not introduce additional PSG parameters but
further restricts χ1 = 0 or π , and χST1 = 0. The time-reversal
gauge part has the form (in our choice of gauge fixing)

WT (rμ) = iσ 1. (B17)

The final result is presented in Table I.

APPENDIX C: SOLVING Z2 PSG EQUATIONS:
SPACE-GROUP PART

In solving the Z2 PSG equations (A2), all the χ ∈ {0, π},
therefore we introduce a shorthand notation

η = eiσ 3χ = ±1 for χ ’s in Eq. (A2). (C1)

The general form for WC6
(rμ) and WS (rμ) is given in

Eqs. (20b) and (20c). Here, in order to clearly distinguish
different notations, we will rewrite the SU(2) matrices at the
origin WO,μ using a different symbol

gO,μ ≡ WO,μ for O = C6, S. (C2)

The solution is in complete parallel to the U(1) PSG case
which we briefly review below.

First solve Eq. (A2a): using gauge freedom as in the U(1)
case, we get

WT1 (rμ) = 1, WT2 (rμ) = η
r1
1 , WT3 (rμ) = η

r1
3 η

r2
2 . (C3)

Then solve Eq. (A2e): plugging in the solution (C3), we
have

WC6
(rμ)W −1

C6
[T2(rμ)]ηr1

1 = ηC6T1
, (C4a)

WC6
(rμ)η−(r2+δμ,2 )

1 W −1
C6

[T3(rμ)]ηr1
3 η

r2
2 = ηC6T2

, (C4b)

WC6
(rμ)η−(r2+δμ,2 )

3 η
−(r3+δμ,3 )
2 W −1

C6
[T1(rμ)] = ηC6T3

. (C4c)

Consistency condition requires η1 = η2 = η3 and we get

WC6
(rμ) = gC6,μ

η
r1(r2+r3 )
1

× (
ηC6T3

η
δμ,2+δμ,3

1

)r1
η

r2

C6T1

(
ηC6T2

η
δμ,2

1

)r3
.

(C5)

Then solve Eq. (A2f) and Eq. (A2g): plugging in the solu-
tion (C3), we have

WS (rμ)W −1
S

[
T1T −1

3 (rμ)
]
η

−(r1+r2+1)
1 = ηST1 ,

(C6a)

WS (rμ)η−(r1+δμ,1 )
1 W −1

S

[
T2T −1

3 (rμ)
]
η

−(r1+r2+1)
1 η

r1
1 = ηST2 ,

(C6b)

WS (rμ)η−(r1+r2+δμ,1+δμ,2 )
1 W −1

S

[
T −1

3 (rμ)
]
η

−(r1+r2 )
1 = ηST3 .

(C6c)

The consistency condition is always satisfied, and we have

WS (rμ) = gS,μη
(1/2)(r1+r2 )(r1+r2+1)
1

(
ηST1ηST3η

δμ,1+δμ,2

1

)r1

× (
ηST2ηST3η

δμ,2

1

)r2
(
ηST3η

δμ,1+δμ,2

1

)r3
.

(C7)

Now we are left with Eqs. (A2c), (A2d), (A2h), and (A2i).
Plugging in the solution for WT1,2,3,C6,S that we just obtained in
these equations, we are led to the following constraints:

ηC6T1
ηC6T2

ηC6T3
= 1, (C8a)

ηST3 = 1, (C8b)

and the following equations to solve

g6
C6,0

= (
gC6,1gC6,3gC6,2

)2 = ηC6
, (C9a)

g2
S,1ηST1η1 = g2

S,2ηST2η1 = gS,3gS,0 = ηS, (C9b)

gC6,0gS,0gC6,3gS,2gC6,2gS,1gC6,1gS,3 = ηC6S, (C9c)

ηC6T1
g3

C6,0
gS,0gC6,3gC6,2gC6,1gS,3 = ηSC6

, (C9d)

gC6,1gC6,3gC6,2gS,1gC6,1gC6,3gC6,2gS,1 = ηSC6
, (C9e)

gC6,2gC6,1gC6,3gS,2gC6,2gC6,1gC6,3gS,2 = ηSC6
, (C9f)

gC6,3gC6,2gC6,1gS,3g3
C6,0

gS,0ηC6T1
= ηSC6

. (C9g)

First let us use the IGG gauge freedom to simplify these
equations. We can always set ηS = ηC6T1

= ηC6T2
= 1, and by

Eq. (C8a) we also have ηC6T3
= 1. Then, under the “sublattice”

gauge transformation (A26), we can fix gC6,1 = 1, gC6,2 = 1,
and gS,0 = 1. Note this also implies gS,3 = 1. To summarize,
gauge fixing gives

gC6,1 = gC6,2 = gS,0 = gS,3 = 1. (C10)

Now Eq. (C9) is simplified to

g6
C6,0

= g2
C6,3

= ηC6
, (C11a)

g2
S,1ηST1η1 = g2

S,2ηST2η1 = 1, (C11b)

gC6,0gC6,3gS,2gS,1 = ηC6S, (C11c)

g3
C6,0

gC6,3 = ηSC6
, (C11d)

gC6,3gS,1gC6,3gS,1 = ηSC6
, (C11e)

gC6,3gS,2gC6,3gS,2 = ηSC6
. (C11f)

Next we claim that

ηST1 = ηST2 . (C12)

The proof proceeds as follows: If ηC6
= 1, then Eq. (C11a)

gives gC6,3 = ±1, which together with Eqs. (C11e) and (C11f)
proves (C12) in Eq. (C11b). If ηC6

= −1, then gC6,3 = ia · σ

for some unit vector a, and we proceed to prove ηST1 =
ηST2 by contradiction: without loss of generality we assume
ηST1η1 = 1 = −ηST2η1, then gS,1 ≡ ηS,1 = ±1 and gS,2 = ib ·
σ for some unit vector b. Therefore Eq. (C11e) gives ηSC6

=
−1, and Eq. (C11f) gives [(ia · σ)(ib · σ)]2 = −1, which im-
plies a ⊥ b and that gC6,3gS,2 = −ic · σ with c = b × a. Then
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from Eq. (C11c) we get gC6,0 = ic · σηSC6
ηS,1, which contra-

dicts Eq. (C11d) given that c ⊥ a. Therefore Eq. (C12) holds.
Next, depending on the value of ηSC6

, ηC6
, ηST1 , and η1, we

have the following cases:
(1) If η1ηST1 = 1, then gS,1 = ±1 and gS,2 = ±1, then we

have

ηSC6
= g2

C6,3
= ηC6

, (C13)

meaning that Eq. (C11c) to the cubic power gives g3
C6,0

=
g−3

C6,3
ηSC6

gS,2gS,1; together with Eq. (C13) we see that

gS,1gS,2 = ηC6S. (C14)

We have the following two cases after gauge fixing:
(a) When ηSC6

= ηC6
= 1,(

gC6,0, gC6,3, gS,1, gS2

) = (
1, 1, 1, ηC6S

)
; (C15)

(b) when ηSC6
= ηC6

= −1,(
gC6,0, gC6,3, gS,1, gS2

) = (− iσ k, iσ k, 1, ηC6S

)
, (C16)

where σ k can be any of the three Pauli matrices.
(2) If η1ηST1 = −1, we have gS,1 = in1 · σ and gS,2 = in2 ·

σ for some unit vectors n1 and n2. We have the following:
(a) If ηC6

= 1, then gC6,3 = ±1, therefore ηSC6
= −1. By

combining (C11c) and (C11d) we get (gS,2gS,1)−3 = −ηSC6
,

which gives gS,2gS,1 = ei(π/3) jn·σ for some unit vector n, and
j = 1, 3 for ηC6S = 1 while j = 0, 2 for ηC6S = −1. This then
implies n2 · n1 + i(n2 × n1) · σ = −ei(π/3) jn·σ . After gauge
fixing, we get(

gC6,0, gC6,3, gS,1, gS,2
)

=
[

− σ k
(

cos
π j

3
σ k + sin

π j

3
σ k+1

)
, 1,

× iσ k, i
(

cos
π j

3
σ k + sin

π j

3
σ k+1

)]
, (C17)

where σ k can be any of the three Pauli matrices. This gives
eight classes depending on the values of η1, ηC6

, and j.
(b) If ηC6

= −1, we have gC6,3 = in3 · σ for some
n3, and g3

C6,0
= −in3 · σηSC6

. Define gC6,0 = eiθn0·σ , then

we have cos 3θ = 0, θ = π (2 j+1)
6 , which gives gC6,0 =

e−i[π (2 j+1)/6](−1) jηSC6
n3·σ , with independent j = 0, 1, 2. Choose

gauge fixing such that gS,1 = iσ k where σ k is any of the
three Pauli matrices (we denote the corresponding n1 as xk)
and gS,2 = eiφσ k−1

iσ k for some φ, then Eq. (C11e) requires
that n3 be either parallel (antiparallel) or perpendicular to xk ,
depending on the value of ηSC6

. After gauge fixing, we obtain
the following form:

(i) If ηSC6
= 1, we have(

gC6,0, gC6,3, gS,1, gS,2
) = (

iσ k, iσ k, iσ k, ηC6Siσ k
)
; (C18)

the parameters ηC6S and η1 give four independent classes.
(ii) If ηSC6

= −1, we have(
gC6,0, gC6,3, gS,1, gS,2

)
= (

ei[π (2 j+1)/6](−1) jσ k−1
, iσ k−1, iσ k,

− ηC6Siσ kei{ π
2 +[π (2 j+1)/6](−1) j }σ k−1)

, (C19)

where j = 0, 1 together with ηC6S and η1 gives eight indepen-
dent classes.

The final result is presented in Table II.

APPENDIX D: SOLVING Z2 PSG EQUATIONS: ADDING
TIME REVERSAL

In this section we assume that all the space-group PSG
equations have been solved (and gauge-fixed). We then add
time reversal to the PSG and solve all the PSG equations con-
taining time reversal: just as in the U(1) case, we are solving
Eqs. (B9), but now the right-hand sides of these equations are
±1. From Eq. (B9a) we get

WT (rμ) = gT ,μη
r1
T T1

η
r2
T T2

η
r3
T T3

, (D1)

where we followed the notation in the last Appendix: gT ,μ ≡
WT ,μ. By plugging the form (D1) into Eqs. (B9b)–(B9d), we
obtain

ηT T1 = ηT T2 = ηT T3 = 0 (D2)

and

gT ,0gC6,0g−1
T ,0g−1

C6,0
= gT ,1gC6,1g−1

T ,3g−1
C6,1

= gT ,2gC6,2g−1
T ,1g−1

C6,2

= gT ,3gC6,3g−1
T ,2g−1

C6,3

= ηT C6
, (D3a)

gT ,0gS,0g−1
T ,3g−1

S,0 = gT ,1gS,1g−1
T ,1g−1

S,1

= gT ,2gS,2g−1
T ,2g−1

S,2

= gT ,3gS,3g−1
T ,0g−1

S,3

= ηT S, (D3b)

g2
T ,μ = ηT . (D3c)

Equation (D2) means that WT (rμ) = gT ,μ, which only de-
pends on the sublattice indices. We now claim that ηT = −1.
Otherwise ηT = 1, then gT ,μ has the form of a sign fac-
tor ηT ,μ = ±1 times the identity matrix. Plugging this form
into Eqs. (D3a) and (D3b) gives 1 = ηT ,1ηT ,3 = ηT ,2ηT ,1 =
ηT ,3ηT ,2 = ηT C6

and ηT ,0ηT ,3 = 1 = ηT S , meaning that all
the sublattice signs ηT ,μ must be the same. As was argued in
Appendix B this will lead to a vanishing mean-field Ansätze.
Therefore we must have ηT = −1.

Recall that in classifying the space-group PSG in Ap-
pendix C gauge fixing already gives gC6,1 = gC6,2 = gS,0 =
gS,3 = 1. Then Eqs. (D3a) and (D3b) enforce

gT ,1 = ηT C6
ηT SgT ,0,

gT ,2 = ηT SgT ,0,

gT ,3 = ηT SgT ,0, (D4)

and the two equations reduce to

gT ,0gC6,0 = ηT C6
gC6,0gT ,0, gT ,0gC6,3 = ηT C6

gC6,3gT ,0,

gT ,0gS,1 = ηT SgS,1gT ,0, gT ,0gS,2 = ηT SgS,2gT ,0. (D5)

gT ,0 is then determined by gC6,0, gC6,3, gS,1, gS,2 and there are
five cases listed below.
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(1) In the case (η1ηST1 , ηC6
, ηSC6

) = (1, 1, 1), we have
(gC6,0, gC6,3, gS,1, gS,2) = (1, 1, 1, ηC6S ); we see we must have
ηT C6

= ηT S = 1, and it is easy to use the remaining global
SU(2) gauge freedom to set, e.g., gT ,0 = iσ k , where σ k can
be any of the three Pauli matrices.

(2) In the case (η1ηST1 , ηC6
, ηSC6

) = (1,−1,−1), we have
(gC6,0, gC6,3, gS,1, gS,2) = (−iσ k, iσ k, 1, ηC6S ); it is easy to see
from the expression of gS,1 and gS,2 that ηT S = 1. Then
time reversal is either gT ,0 = iσ k which gives ηT C6

= 1, or
gT ,0 = iσ k−1 which gives ηT C6

= −1. Note that we have
used the gauge freedom (rotating along the σ k axis) to set
gT ,0 = iσ k−1.

(3) In the case (η1ηST1 , ηC6
, ηSC6

) =
(−1, 1,−1), we have (gC6,0, gC6,3, gS,1, gS,2) =
(−ηC6Sei(π j/3)σ k−1

, 1, iσ k, iσ kei(π j/3)σ k−1
). When ηC6S = 1,

we get j = 1, 3, and when ηC6S = −1, we get j = 0, 2. We
always have ηT C6

= 1. If j = 1 or 2, then we must have
gT ,0 = iσ k−1, and ηT S = −1; if j = 0 or 3, then we can have
gT ,0 = iσ k or gT ,0 = iσ k−1 (after gauge fixing), which gives
gT S = 1 or gT S = −1, respectively.

(4) In the case (η1ηST1 , ηC6
, ηSC6

) = (−,−,+), gC6,0 =
iσ k , gC6,3 = iσ k , gS,1 = iσ k , gS,2 = ηC6Siσ k . Two solutions
exist: we can have either gT ,0 = iσ k corresponding to ηT C6

=
ηT S = 1, or gT ,0 = iσ k−1 (after gauge fixing), corresponding
to ηT C6

= ηT S = −1.
(5) Lastly, in the case (η1ηST1 , ηC6

, ηSC6
) = (−1,−1,−1),

gC6,0 = ei[π (2 j+1)/6](−1) jσ k−1
, gC6,3 = iσ k−1, gS,1 = iσ k , gS,2 =

ηC6Siσ k+1ei[π (2 j+1)/6](−1) jσ k−1
. When j = 0 we must have

ηT C6
= 1 and g = iσ k−1, which gives ηT S = −1; when

j = 1 three solutions exist: we can have g = iσ k−1 corre-
sponding to (ηT C6

, ηT S ) = (1,−1), or g = iσ k corresponding
to (ηT C6

, ηT S ) = (−1, 1), or g = iσ k+1 corresponding to
(ηT C6

, ηT S ) = (−1,−1).
The final result is presented in Table II.

APPENDIX E: ZERO-FLUX SYMMETRY PROPERTIES

In this Appendix we study the symmetry transformation
of the Hamiltonian and operators in the zero-flux Ansätze
in more detail. Under an arbitrary symmetry operation O,
following Eq. (11) we have

GO ◦ O : �rμ
→ U †

O�O(rμ )WO,μeiσ 3φO[O(rμ )]. (E1)

In the case of U(1) PSG (with or without time reversal)
and time-reversal symmetric Z2 PSG in our chosen gauge,
we can always write, with the help of the Z2 parameter
wO, WO,μ = (iσ 1)wOeiσ 3φ0

O,μ , where φ0
O,μ is some phase that

can be absorbed into the definition of φO(rμ), and we call
φ̄O(rμ) = φO(rμ) + φ0

O,μ. We have

GO ◦ O :

(
frμ

f †
rμ

)
→ VO,wOeiτ 3φ̄O[O(rμ )]

(
fO(rμ )

f †
O(rμ )

)
, (E2)

with

VO,wO =
(

U †
O

U T
O

)
(−iτ 2σ 2)wO , (E3)

where we defined Pauli matrices τ 1,2,3 to act on the sub-
space of frμ

and f †
rμ

. Note that f †
rμ

is understood as ( f †
rμ

)T =
( f †

rμ↑, f †
rμ↓)T .

Then, Fourier transform gives(
fμ,k

f †
μ,−k

)
= 1√

N

∑
r

e−ik·rμ

(
frμ

f †
rμ

)
GO◦O−−−→ VO,wO√

N

∑
r

e−ik·rμeiτ 3φ̄O[O(rμ )]

(
fO(rμ )

f †
O(rμ )

)

= VO,wO√
N

∑
r

e−i[k·O−1(rO(μ) )−τ 3φ̄O (rO(μ) )]

(
frO(μ)

f †
rO(μ)

)
.

(E4)

Using the general structure

φ̄C6
(rμ) = φC6T3

r1 + ρμ,

φ̄S (rμ) = −φST1 r1 + 3φST1 r2 + θμ,
(E5)

we have

[k · O−1(rO(μ) ) − τ 3φ̄O(rO(μ) )]|O=C6

= (
C6(k) − τ 3φC6T3

b̂1
) · r − k · eμ − τ 3ρC6

,
(E6)

and

[k · O−1(rO(μ) ) − τ 3φ̄O(rO(μ) )]|O=S

= (
S(k) − τ 3(−φST1 b̂1 + 3φST1 b̂2

)) · r − k · eμ − τ 3θC6
,

(E7)

we have

GC6
◦ C6 :

(
fμ,k

f †
μ,−k

)

→ VC6,wC6
ei(k·eμ+ρC6 (μ) )

(
fC6(μ),C6(k)−φC6T3

b̂1

f †
C6(μ),C6(−k)−φC6T3

b̂1

)
, (E8)

and

GS ◦ S :

(
fμ,k

f †
μ,−k

)

→ VS,wS ei(k·eμ+θS(μ) )

(
fS(μ),S(k)+φST1 (b̂1−3b̂2 )

f †
S(μ),S(−k)+φST1 (b̂1−3b̂2 )

)
. (E9)

APPENDIX F: DERIVATION OF THE MEAN-FIELD
HAMILTONIANS

The parameters for the ith-nearest-neighbor bonds for i �
8 are given in Table V. The PSG results in the following
constraints for these parameters:

(1) = C3 ◦ C3 ◦ C3,

(12) = � ◦ C3 ◦ � ◦ C−1
3 ◦ � ◦ C3,

(13) = � ◦ C3 ◦ � ◦ C−1
3 ◦ �,

(14) = � ◦ C3 ◦ � ◦ C−1
3 ◦ � ◦ C−1

3 ◦ � ◦ C3 ◦ � ◦ C3,

(23) = � ◦ C3 ◦ � ◦ C−1
3 ◦ � ◦ C−1

3 ,
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TABLE V. Parameters for the representative ith-nearest-neighbor
bonds for i � 8. The point group elements under which the represen-
tative bonds are invariant are given in the last column; see Eqs. (F1)
for the explanation of the notations.

Bond Invariant
type Bond Parameters under

Onsite 00 → (0, 0, 0)0 α (1), (12), (23),
(123), (132),

(+−),
(12)(+−),
(13)(+−),
(23)(+−),

(123)(+−),
(132)(+−)

NN 00 → (0, 0, 0)1 a, b, c, d (1), (14)(23),
(14)(+−),
(23)(+−)

NNN 01 → (0, −1, 0)2 A, B, C, D (1), (12)
3rd NN 00 → (1, 0, 0)0 A3, B3, C3, D3 (1), (23),

(+−),
(23)(+−)

00 → (1,−1, 0)0 A′
3, B′

3, C′
3, D′

3 (1), (12),
(+−),

(12)(+−)
4th NN 00 → (1,−1, 0)3 A4, B4, C4, D4 (1), (12)(34)
5th NN 01 → (2, 0, −1)0 A5, B5, C5, D5 (1)
6th NN 00 → (−1, −1, 1)0 A6, B6, C6, D6 (1), (12),

(+−), (12)(+−)
7th NN 00 → (−2, 0, 0)1 A7, B7, C7, D7 (1), (14)(23),

(14)(+−),
(23)(+−)

00 → (−2, 1, 1)1 A′
7, B′

7, C′
7, D′

7 (1), (23)(+−)
8th NN 00 → (−2, 0, 1)2 A8, B8, C8, D8 (1), (24)

(24) = C3 ◦ � ◦ C−1
3 ◦ � ◦ C−1

3 ◦ �,

(34) = �,

(123) = C3,

(132) = C−1
3 ,

(124) = � ◦ C3 ◦ �,

(142) = � ◦ C−1
3 ◦ �,

(134) = � ◦ C3 ◦ � ◦ C−1
3 ,

(143) = � ◦ C3 ◦ � ◦ C−1
3 ◦ � ◦ C3 ◦ � ◦ C−1

3 ,

(234) = C−1
3 ◦ � ◦ C3 ◦ � ◦ C−1

3 ◦ � ◦ C3 ◦ �,

(243) = C−1
3 ◦ � ◦ C3 ◦ �,

(1243) = � ◦ C3,

(14)(23) = � ◦ C3 ◦ � ◦ C3,

(1342) = � ◦ C3 ◦ � ◦ C3 ◦ � ◦ C3,

(1234) = C3 ◦ �,

(13)(24) = C3 ◦ � ◦ C3 ◦ �,

(1432) = C3 ◦ � ◦ C3 ◦ � ◦ C3 ◦ �,

(1324) = C3 ◦ � ◦ C3,

(12)(34) = C3 ◦ � ◦ C−1
3 ◦ � ◦ C3,

(1423) = C3 ◦ � ◦ C−1
3 ◦ � ◦ C−1

3 ◦ � ◦ C3. (F1)

For U(1) PSG without time reversal, we have the following
four cases:
(1)
(
wC6

,wS
) = (0, 0):

α = α,

(a, b, c, d ) = eiχC6S e−iχST1 (−a∗, b∗,−c∗,−d∗)

= e−iχST1 (−a∗,−b∗, d∗, c∗),

(A, B,C, D) = (−A∗,−C∗,−B∗,−D∗),

(A3, B3,C3, D3) = e−iχST1 (−A∗
3,−B∗

3,−D∗
3,−C∗

3 )

= e−iχST1 (−A∗
3, B∗

3,C∗
3 , D∗

3 ),

(A′
3, B′

3,C′
3, D′

3) = eiχ1 (A′
3,−C′

3,−B′
3,−D′

3)

= ei(χ1+χST1 )(−A′∗
3 , B′∗

3 ,C′∗
3 , D′∗

3 ),

(A4, B4,C4, D4) = eiχC6S e−iχST1 (−A∗
4,−B∗

4,−C∗
4 ,−D∗

4 ),

(A5, B5,C5, D5) = arbitrary,

(A6, B6,C6, D6) = e−iχST1 (−A∗
6,−C∗

6 ,−B∗
6,−D∗

6 )

= ei(χ1−χST1 )(−A∗
6, B∗

6,C∗
6 , D∗

6 ),

(A7, B7,C7, D7) = eiχC6S eiχST1 (−A∗
7, B∗

7,−C∗
7 ,−D∗

7 )

= eiχST1 (−A∗
7,−B∗

7, D∗
7,C∗

7 ),

(A′
7, B′

7,C′
7, B′

7) = ei(χC6S+χ1 )(A′
7,−B′

7,−D′
7,−C′

7),

(A8, B8,C8, D8) = e−iχST1 (−A∗
8, D∗

8,−C∗
8 , B∗

8 ); (F2)

(2)
(
wC6

,wS
) = (0, 1):

α = α∗,

(a, b, c, d ) = eiχC6S (−a∗, b∗,−c∗,−d∗)

= (−a,−b, d, c),

(A, B,C, D) = (−A,−C,−B,−D),

(A3, B3,C3, D3) = (−A3,−B3,−D3,−C3)

= e2iχ1 (−A∗
3, B∗

3,C∗
3 , D∗

3 ),

(A′
3, B′

3,C′
3, D′

3) = e−iχ1 (A′∗
3 ,−C′∗

3 ,−B′∗
3 ,−D′∗

3 )

= e−iχ1 (−A′∗
3 , B′∗

3 ,C′∗
3 , D′∗

3 ),

(A4, B4,C4, D4) = e2iχ1 eiχC6S (−A∗
4,−B∗

4,−C∗
4 , D∗

4 ),

(A5, B5,C5, D5) = arbitrary,

(A6, B6,C6, D6) = (−A6,−C6,−B6,−D6)

= e−iχ1 (−A∗
6, B∗

6,C∗
6 , D∗

6 ),

(A7, B7,C7, D7) = eiχC6S (−A∗
7, B∗

7,−C∗
7 ,−D∗

8 )

= (−A7,−B7, D7,C7),

(A′
7, B′

7,C′
7, D′

7) = ei(χC6S+χ1 )(A′∗
7 ,−B′∗

7 ,−D′∗
7 ,−C′∗

7 ),

(A8, B8,C8, D8) = (−A8, D8,−C8, B8); (F3)
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(3)
(
wC6

,wS
) = (1, 0):

α = α∗,

(a, b, c, d ) = eiχC6S (−a∗, b∗,−c∗,−d∗)

= (−a,−b, d, c),

(A, B,C, D) = (−A∗,−C∗,−B∗,−D∗),

(A3, B3,C3, D3) = (−A∗
3,−B∗

3,−D∗
3,−C∗

3 )

= (−A3, B3,C3, D3),

(A′
3, B′

3,C′
3, D′

3) = eiχ1 (A′
3,−C′

3,−B′
3,−D′

3)

= eiχ1 (−A′
3, B′

3,C′
3, D′

3),

(A4, B4,C4, D4) = eiχC6S (−A∗
4,−B∗

4,−C∗
4 , D∗

4 ),

(A5, B5,C5, D5) = arbitrary,

(A6, B6,C6, D6) = (−A∗
6,−C∗

6 ,−B∗
6,−D∗

6 )

= eiχ1 (−A6, B6,C6, D6),

(A7, B7,C7, D7) = eiχC6S (−A∗
7, B∗

7,−C∗
7 ,−D∗

7 )

= (−A7,−B7, D7,C7),

(A′
7, B′

7,C′
7, D′

7) = ei(χC6S+χ1 )(A′∗
7 ,−B′∗

7 ,−D′∗
7 ,−C′∗

7 ),

(A8, B8,C8, D8) = (−A∗
8, D∗

8,−C∗
8 , B∗

8 ); (F4)

(4)
(
wC6

,wS
) = (1, 1):

α = α∗,

(a, b, c, d ) = eiχC6S (−a∗, b∗,−c∗,−d∗)

= (−a∗,−b∗, d∗, c∗),

(A, B,C, D) = (−A,−C,−B,−D),

(A3, B3,C3, D3) = (−A3,−B3,−D3,−C3)

= (−A3, B3,C3, D3),

(A′
3, B′

3,C′
3, D′

3) = eiχ1 (A′∗
3 ,−C′∗

3 ,−B′∗
3 ,−D′∗

3 )

= eiχ1 (−A′
3, B′

3,C′
3, D′

3),

(A4, B4,C4, D4) = eiχC6S (−A∗
4,−B∗

4,−C∗
4 , D∗

4 ),

(A5, B5,C5, D5) = arbitrary,

(A6, B6,C6, D6) = (−A6,−C6,−B6,−D6)

= eiχ1 (−A6, B6,C6, D6),

(A7, B7,C7, D7) = eiχC6S (−A∗
7, B∗

7,−C∗
7 ,−D∗

7 )

= (−A∗
7,−B∗

7, D∗
7,C∗

7 ),

(A′
7, B′

7,C′
7, D′

7) = ei(χC6S+χ1 )(A7,−B7,−D7,−C7),

(A8, B8,C8, D8) = (−A8, D8,−C8, B8). (F5)

For Z2 without time reversal, we have the following six cases:
(1) (χST1 , χSC6

, χC6
) = (χ1, 0, 0):

(αh, αp) = arbitrary,

(ah, bh, ch, dh, ap, bp, cp, dp)

= ηC6S (−a∗
h, b∗

h,−c∗
h,−d∗

h , ap,−bp, cp, dp)

= (−a∗
h,−b∗

h, d∗
h , c∗

h, ap, bp,−dp,−cp),

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= (−A∗
h,−C∗

h ,−B∗
h,−D∗

h, Ap,Cp, Bp, Dp),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A∗
3h,−B∗

3h,−D∗
3h,−C∗

3h, A3p, B3p, D3p,C3p)

= (−A∗
3h, B∗

3h,C∗
3h, D∗

3h, A3p,−B3p,−C3p,−D3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′
3h,−C′

3h,−B′
3h,−D′

3h, A′
3p,−C′

3p,−B′
3p,−D′

3p)

= η1(−A′∗
3h, B′∗

3h,C′∗
3h, D′∗

3h, A′
3p,−B′

3p,−C′
3p,−D′

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= ηC6S (−A∗
4h,−B∗

4h,−C∗
4h, D∗

4h, A4p, B4p,C4p,−D4p),

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A∗
6h,−C∗

6h,−B∗
6h,−D∗

6h, A6p,C6p, B6p, D6p)

= η1(−A∗
6h, B∗

6h,C∗
6h, D∗

6h, A6p,−B6p,−C6p,−D6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= ηC6S (−A∗
7h, B∗

7h,−C∗
7h,−D∗

7h, A7p,−B7p,C7p, D7p)

= (−A∗
7h,−B∗

7h, D∗
7h,C∗

7h, A7p, B7p,−D7p,−C7p),

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= η1ηC6S (A′
7h,−B′

7h,−D′
7h,−C′

7h, A′
7p,−B′

7p,−D′
7p,

− C′
7p),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (−A∗
8h, D∗

8h,−C∗
8h, B∗

8h, A8p,−D8p,C8p,−B8p); (F6)

(2) (χST1 , χSC6
, χC6

) = (χ1, π, π ):

(αh, αp) = (α∗
h , α

∗
p),

(ah, bh, ch, dh, ap, bp, cp, dp)

= ηC6S (ah,−bh, ch, dh,−a∗
p, b∗

p,−c∗
p,−d∗

p )

= (a∗
h, b∗

h,−d∗
h ,−c∗

h,−ap,−bp, dp, cp),

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= (Ah,Ch, Bh, Dh,−A∗
p,−C∗

p,−B∗
p,−D∗

p),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A∗
3h,−B∗

3h,−D∗
3h,−C∗

3h, A3p, B3p, D3p,C3p)

= (−A3h, B3h,C3h, D3h, A∗
3p,−B∗

3p,−C∗
3p,−D∗

3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′
3h,−C′

3h,−B′
3h,−D′

3h, A′
3p,−C′

3p,−B′
3p,−D′

3p)

= η1(−A′
3h, B′

3h,C′
3h, D′

3h, A′∗
3p,−B′∗

3p,−C′∗
3p,−D′∗

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= ηC6S (−A∗
4h,−B∗

4h,−C∗
4h, D∗

4h, A4p, B4p,C4p,−D4p),

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A∗
6h,−C∗

6h,−B∗
6h,−D∗

6h, A6p,C6p, B6p, D6p)
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= η1(−A6h, B6h,C6h, D6h, A∗
6p,−B∗

6p,−C∗
6p,−D∗

6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= ηC6S (A7h,−B7h,C7h, D7h,−A∗
7p, B∗

7p,−C∗
7p,−D∗

7p)

= (A∗
7h, B∗

7h,−D∗
7h,−C∗

7h,−A7p,−B7p, D7p,C7p),

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= η1ηC6S (A′∗
7h,−B′∗

7h,−D′∗
7h,−C′∗

7h, A′∗
7p,−B′∗

7p,−D′∗
7p,

− C′∗
7p),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (−A∗
8h, D∗

8h,−C∗
8h, B∗

8h, A8p,−D8p,C8p,−B8p); (F7)

(3) (χST1 , χSC6
, χC6

) = (χ1 + π, π, 0):

(αh, αp) = (α∗
h , ei(10π/3) jα∗

p) = (α∗
h , ei(2π/3) jα∗

p) = (α∗
h , α

∗
p)

= (αh, e−i(8π/3) jαp) = (αh, e−i(16π/3) jαp)

= (α∗
h , ei(16π/3) jα∗

p) = (α∗
h , ei(8π/3) jα∗

p)

= (αh, e−i(14π/3) jαp) = (αh, e−i(22π/3) jαp),

(ah, bh, ch, dh, ap, bp, cp, dp)

= [(−1) jah,−(−1) jbh, (−1) jch, (−1) jdh,

− a∗
pei(5π/3) j, b∗

pei(5π/3) j,−c∗
pei(5π/3) j,−d∗

pei(5π/3) j]

= ηC6S[−a∗
he−i(7π/3) j,−b∗

he−i(7π/3) j, d∗
h e−(7π/3) j,

c∗
he−i(7π/3) j, (−1) jap, (−1) jbp,

− (−1) jdp,−(−1) jcp],

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= (−Ah,−Ch,−Bh,−Dh,

A∗
pei(10π/3) j,C∗

pei(10π/3) j, B∗
pei(10π/3) j, D∗

pei(10π/3) j ),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A3h,−B3h,−D3h,−C3h, A∗
3p, B∗

3p, D∗
3p,C∗

3p)

= (−A∗
3h, B∗

3h,C∗
3h, D∗

3h, A3p,−B3p,−C3p,−D3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′∗
3h,−C′∗

3h,−B′∗
3h,−D′∗

3h, A′∗
3pei(10π/3) j,

− C′∗
3pei(10π/3) j,−B′∗

3pei(10π/3) j,−D′∗
3pei(10π/3) j )

= η1(−A′∗
3h, B′∗

3h,C′∗
3h, D′∗

3h, A′
3p,−B′

3p,−C′
3p,−D′

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= [(−1) jA4h, (−1) jB4h, (−1) jC4h,−(−1) jD4h,

− A∗
4pei(π/3) j,−B∗

4pei(π/3) j,−C∗
4pei(π/3) j, D∗

4pei(π/3) j],

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A6h,−C6h,−B6h,−D6h,

A∗
6pei(10π/3) j,C∗

6pei(10π/3) j, B∗
6pei(10π/3) j, D∗

6pei(10π/3) j )

= η1(−A∗
6h, B∗

6h,C∗
6h, D∗

6h, A6p,−B6p,−C6p,−D6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= [(−1) jA7h,−(−1) jB7h, (−1) jC7h, (−1) jD7h,

− A∗
7pei(5π/3) j, B∗

7pei(5π/3) j,−C∗
7pei(5π/3) j,−D∗

7pei(5π/3) j]

= ηC6S[−A∗
7he−i(7π/3) j,−B∗

7he−i(7π/3) j, D∗
7he−i(7π/3) j,

C∗
7he−i(7/π3) j,

(−1) jA7p, (−1) jB7p,−(−1) j )D7p,−(−1) j )C7p],

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= η1ηC6S (−A′∗
7he−i(4π/3) j, B′∗

7he−i(4π/3) j, D′∗
7he−i(4π/3) j,

C′∗
7he−i(4π/3) j,−A′∗

7pei(20π/3) j, B′∗
7pei(20π/3) j, D′∗

7pei(20π/3) j,

C′∗
7pei(20π/3) j ),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (A∗
8hei(4π/3) j,−D∗

8hei(4π/3) j,C∗
8hei(4π/3) j,−B∗

8hei(4π/3) j,

− A8p, D8p,−C8p, B8p); (F8)

(4) (χST1 , χSC6
, χC6

) = (χ1 + π, 0, π ):

(αh, αp) = (α∗
h , α

∗
p),

(ah, bh, ch, dh, ap, bp, cp, dp)

= ηC6S (−a∗
h, b∗

h,−c∗
h,−d∗

h , ap,−bp, cp, dp)

= (−a∗
h,−b∗

h, d∗
h , c∗

h, ap, bp,−dp,−cp),

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= (A∗
h,C∗

h , B∗
h, D∗

h,−Ap,−Cp,−Bp,−Dp),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A3h,−B3h,−D3h,−C3h, A∗
3p, B∗

3p, D∗
3p,C∗

3p)

= (−A3h, B3h,C3h, D3h, A∗
3p,−B∗

3p,−C∗
3p,−D∗

3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′∗
3h,−C′∗

3h,−B′∗
3h,−D′∗

3h, A′∗
3p,−C′∗

3p,−B′∗
3p,−D′∗

3p)

= η1(−A′
3h, B′

3h,C′
3h, D′

3h, A′∗
3p,−B′∗

3p,−C′∗
3p,−D′∗

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= ηC6S (A4h, B4h,C4h,−D4h,−A∗
4p,−B∗

4p,−C∗
4p, D∗

4p),

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A6h,−C6h,−B6h,−D6h, A∗
6p,C∗

6p, B∗
6p, D∗

6p)

= η1(−A6h, B6h,C6h, D6h, A∗
6p,−B∗

6p,−C∗
6p,−D∗

6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= ηC6S (−A∗
7h, B∗

7h,−C∗
7h,−D∗

7h, A7p,−B7p,C7p, D7p)

= (−A∗
7h,−B∗

7h, D∗
7h,C∗

7h, A7p, B7p,−D7p,−C7p),

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= η1ηC6S (A′
7h,−B′

7h,−D′
7h,−C′

7h, A′
7p,−B′

7p,−D′
7p,

− C′
7p),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (A∗
8h,−D∗

8h,C∗
8h,−B∗

8h,−A8p, D8p,−C8p, B8p); (F9)
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(5) (χST1 , χSC6
, χC6

, j) = (χ1 + π, π, π, 0):

(αh, αp) = (α∗
h , ei(2π/3)α∗

p) = (α∗
h ,−ei(π/3)α∗

p)

= (α∗
h , α

∗
p) = (αh, ei(2π/3)αp) = (αh,−ei(π/3)αp)

= (αh,−αp) = (α∗
h ,−ei(2π/3)α∗

p) = (α∗
h , ei(π/3)α∗

p)

= (α∗
h ,−α∗

p) = (αh,−ei(2π/3)αp) = (αh, ei(π/3)αp),

(ah, bh, ch, dh, ap, bp, cp, dp)

= ηC6S (−ah, bh,−ch,−dh,

− ei(4π/3)a∗
p, ei(4π/3)b∗

p,−ei(4π/3)c∗
p,−ei(4π/3)d∗

p )

= (−ei(π/3)a∗
h,−ei(π/3)b∗

h, ei(π/3)d∗
h , ei(π/3)c∗

h,

− ap,−bp, dp, cp),

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= −(Ah,Ch, Bh, Dh, ei(2π/3)A∗
p, ei(2π/3)C∗

p, ei(2π/3)B∗
p,

ei(2π/3)D∗
p),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A3h,−B3h,−D3h,−C3h, A∗
3p, B∗

3p, D∗
3p,C∗

3p)

= (−A∗
3h, B∗

3h,C∗
3h, D∗

3h,−A3p, B3p,C3p, D3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′∗
3h,−C′∗

3h,−B′∗
3h,−D′∗

3h,

ei(2π/3)A′∗
3p,−ei(2π/3)C′∗

3p,−ei(2π/3)B′∗
3p,−ei(2π/3)D′∗

3p)

= η1(−A′∗
3h, B′∗

3h,C′∗
3h, D′∗

3h,−A′
3p, B′

3p,C′
3p, D′

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= ηC6S (−A4h,−B4h,−C4h, D4h,

ei(2π/3)A∗
4p, ei(2π/3)B∗

4p, ei(2π/3)C∗
4p,−ei(2π/3)D∗

4p),

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A6h,−C6h,−B6h,−D6h, ei(2π/3)A∗
6p, ei(2π/3)C∗

6p,

ei(2π/3)B∗
6p, ei(2π/3)D∗

6p)

= η1(−A∗
6h, B∗

6h,C∗
6h, D∗

6h,−A6p, B6p,C6p, D6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= ηC6S (−A7h, B7h,−C7h,−D7h,

ei(π/3)A∗
7p,−ei(π/3)B∗

7p, ei(π/3)C∗
7p, ei(π/3)D∗

7p)

= (−ei(π/3)A∗
7h,−ei(π/3)B∗

7h, ei(π/3)D∗
7h, ei(π/3)C∗

7h,

− A7p,−B7p, D7p,C7p),

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= ei(π/3)η1ηC6S (A′∗
7h,−B′∗

7h,−D′∗
7h,−C′∗

7h,−A′∗
7p, B′∗

7p,

D′∗
7p,C′∗

7p),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (ei(2π/3)A∗
8h,−ei(2π/3)D∗

8h, ei(2π/3)C∗
8h,−ei(2π/3)B∗

8h,

− A8p, D8p,−C8p, B8p); (F10)

(6) (χST1 , χSC6
, χC6

, j) = (χ1 + π, π, π, 1):

(αh, αp) = (α∗
h , α

∗
p) = (αh,−αp) = (α∗

h ,−α∗
p),

(ah, bh, ch, dh, ap, bp, cp, dp)

= ηC6S (−ah, bh,−ch,−dh,−a∗
p, b∗

p,−c∗
p,−d∗

p )

= (a∗
h, b∗

h,−d∗
h ,−c∗

h,−ap,−bp, dp, cp),

(Ah, Bh,Ch, Dh, Ap, Bp,Cp, Dp)

= −(Ah,Ch, Bh, Dh, A∗
p,C∗

p, B∗
p, D∗

p),

(A3h, B3h,C3h, D3h, A3p, B3p,C3p, D3p)

= (−A3h,−B3h,−D3h,−C3h, A∗
3p, B∗

3p, D∗
3p,C∗

3p)

= (−A∗
3h, B∗

3h,C∗
3h, D∗

3h,−A3p, B3p,C3p, D3p),

(A′
3h, B′

3h,C′
3h, D′

3h, A′
3p, B′

3p,C′
3p, D′

3p)

= η1(A′∗
3h,−C′∗

3h,−B′∗
3h,−D′∗

3h, A′∗
3p,−C′∗

3p,−B′∗
3p,−D′∗

3p)

= η1(−A′∗
3h, B′∗

3h,C′∗
3h, D′∗

3h,−A′
3p, B′

3p,C′
3p, D′

3p),

(A4h, B4h,C4h, D4h, A4p, B4p,C4p, D4p)

= ηC6S (−A4h,−B4h,−C4h, D4h, A∗
4p, B∗

4p,C∗
4p,−D∗

4p),

(A5h, B5h,C5h, D5h, A5p, B5p,C5p, D5p) = arbitrary,

(A6h, B6h,C6h, D6h, A6p, B6p,C6p, D6p)

= (−A6h,−C6h,−B6h,−D6h, A∗
6p,C∗

6p, B∗
6p, D∗

6p)

= η1(−A∗
6h, B∗

6h,C∗
6h, D∗

6h,−A6p, B6p,C6p, D6p),

(A7h, B7h,C7h, D7h, A7p, B7p,C7p, D7p)

= ηC6S (−A7h, B7h,−C7h,−D7h,−A∗
7p, B∗

7p,−C∗
7p,−D∗

7p)

= (A∗
7h, B∗

7h,−D∗
7h,−C∗

7h,−A7p,−B7p, D7p,C7p),

(A′
7h, B′

7h,C′
7h, D′

7h, A′
7p, B′

7p,C′
7p, D′

7p)

= η1ηC6S (−A′∗
7h, B′∗

7h, D′∗
7h,C′∗

7h, A′∗
7p,−B′∗

7p,−D′∗
7p,−C′∗

7p),

(A8h, B8h,C8h, D8h, A8p, B8p,C8p, D8p)

= (A∗
8h,−D∗

8h,C∗
8h,−B∗

8h,−A8p, D8p,−C8p, B8p). (F11)

APPENDIX G: U(1) ZERO-FLUX MF ANSÄTZE WITH
mS = 1 HAS NODAL STAR: A PROOF

Let us first state a lemma: Define a 6 × 6 matrix

A(x, y, z) ≡
⎛⎝x(σ2 − σ3) y(σ1 − σ2) z(σ3 − σ1)

z(σ1 − σ2) x(σ3 − σ1) y(σ2 − σ3)
y(σ3 − σ1) z(σ2 − σ3) x(σ1 − σ2)

⎞⎠.

(G1)

[What we will use later is a special case with (x, y, z) =
(c, c′, c′∗).] Then its inverse is

[A(x, y, z)]−1 = A(x2 − yz, z2 − xy, y2 − xz)

2(x3 + y3 + z3 − 3xyz)
. (G2)

Furthermore, define a 2 × 6 matrix

B(α, β, γ , δ) ≡ [ασ 0 + (β, γ , δ) · σ, ασ 0

+ (δ, β, γ ) · σ, ασ 0 + (γ , δ, β ) · σ] (G3)
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and a 6 × 2 matrix

C(α′, β ′, γ ′, δ′) ≡
⎛⎝α′σ 0 + (β ′, γ ′, δ′) · σ

α′σ 0 + (δ′, β ′, γ ′) · σ

α′σ 0 + (γ ′, δ′, β ′) · σ

⎞⎠; (G4)

then for any complex ζ we have (be wary of the switching
δ ↔ γ between B and C below)

B(α, β, γ , δ)[A(x, y, z)]−1C(ζα, ζβ, ζ δ, ζγ ) = 0. (G5)

The proof of this lemma is elementary.
Now we use the lemma to prove the existence

of a nodal star. The U(1) zero-flux mean-field An-
sätze correspond to an 8 × 8 matrix HU(1)(k) in the
momentum space, with basis the parton operators
( f0k↑, f0k↓, f1k↑, f1k↓, f2k↑, f2k↓, f3k↑, f3k↓)T . We abbreviate
HU(1)(k) by H(k) for the rest of this Appendix. For U(1)
zero-flux states with the PSG number wS = 1, we have the
threefold rotation symmetry C3 along the (1,1,1) axis, and the
screw symmetry S:

W †
C3

(k)H(k)WC3 (k) = H(kz, kx, ky),

W †
S (k)H(k)WS (k) = −HT (−ky,−kx, kz );

(G6)

notice the second line is specific to wS = 1. Now define the
operation R ≡ S ◦ C3 ◦ C3 ◦ S ◦ C3 ◦ S. Then we notice that R
and C3 both map the momentum (k, k, k) back to itself:

W †
C3

(k, k, k)H(k, k, k)WC3 (k, k, k) = H(k, k, k),

W †
R (k, k, k)H(k, k, k)WR(k, k, k) = −HT (k, k, k).

(G7)

Now, assume the most general form of an 8 × 8 Hermi-
tian matrix HU(1)(k, k, k) = [hμν], where hμν are 2 × 2 blocks
with μ, ν = 0, 1, 2, 3. Using the special form of WC3 (k, k, k)
and WR(k, k, k), we can show step by step the following:

(1) h00 = 0, h11 = c(σ 2 − σ 3), h22 = c(σ 3 − σ 1), h33 =
c(σ 1 − σ 2), where c is some real parameter;

(2) h12 = c′(σ 1 − σ 2), h13 = c′∗(σ 3 − σ 1), h23 = c′(σ 2 −
σ 3), where c′ is some complex parameter;

(3) h01 = a′′σ 0 + (b′′, c′′, d ′′) · σ, h02 = a′′σ 0 +
(d ′′, b′′, c′′) · σ, and h03 = a′′σ 0 + (c′′, d ′′, b′′) · σ, where
(a′′, b′′, c′′, d ′′) are complex parameters satisfying
a′′eik = −a′′∗, eik (−b′′,−d ′′,−c′′) = (b′′∗, c′′∗, d ′′∗).

Therefore the Hamiltonian can be written in the form

H(k, k, k) =
(

0 B
C A

)
, (G8)

where A is a 6 × 6 block containing hi j blocks with i, j =
1, 2, 3, B is a 2 × 6 block containing h01, h02, and h03, and
C = B†. Using the above lemma, we can show that BA−1C =
02×2; therefore, using the standard matrix decomposition, we
have

H(k, k, k) =
(

12×2 BA−1

0 16×6

)(
0 0
0 A

)(
12×2 0
A−1C 16×6

)
;

(G9)

we see that the rank of HU(1)(k, k, k) is smaller or equal
to 6, i.e., HU(1)(k, k, k) at least has two zero eigenval-
ues. The existence of zero eigenvalues of HU(1)(−k,−k, k),
HU(1)(−k, k,−k), and HU(1)(k,−k,−k) then follows.

APPENDIX H: GAUGE INVARIANCE AT ONE-LOOP
LEVEL

It is known that for a generic Hamiltonian couple to a U(1)
gauge field, gauge invariance requires that (1) the photon self-
energy �(q) vanishes when the photon external momentum q
vanishes and that (2) Ward identity holds. These statements
holds perturbatively at each loop level. Here we explicitly
prove these two statements for noninteracting fermions cou-
pled to a U(1) gauge field at one-loop level. For a generic
tight-binding Hamiltonian

H0 =
∑
rμ,r′

ν

c†
rμ

hrμ,r′
ν
cr′

ν
, (H1)

the U(1) gauge coupling is introduced via the Peierl’s substi-
tution:

H[A] =
∑
rμ,r′

ν

c†
rμ

hrμ,r′
ν
eiArμ,r′ν cr′

ν
+
∑

rμ

A0,rμ
nrμ

; (H2)

the spatial fluctuation of the gauge field is small at short
distance, suggesting that we can expand the exponential for
the gauge field. To quadratic order of A we obtain

H[A] = H0 +
∑
k,q

Ai(−q)c†
k+q/2

∂h(k)

∂ki
ck−q/2

+
∑
k,q

iA0(−q)c†
k+q/2ck−q/2

+
∑
k,q

Ai(q)Aj (q′)c†
k+q′

∂2h(k)

∂k j∂ki
ck−q + O(A3); (H3)

up to this order we have the usual minimal coupling vertex
Ac†c as well as a diamagnetic vertex A2c†c. These two ver-
tices lead to the two diagrams at one-loop level shown in
Fig. 3: the usual vacuum polarization bubble (left) and the
“tadpole” diagram (right). Note that the diamagnetic term van-
ishes for a Dirac Hamiltonian since it is linear in momentum.
In the following we show that the contribution of these two
one-loop diagrams cancel each other at q = 0, and further-
more the sum of the them at finite momentum and frequency
satisfies the Ward identity.

The vacuum polarization bubble diagram in Fig. 3 orig-
inates from the Ac†c term. The vertex expression γμ(k) =
δμ0 + δμ,i∂ki h, i.e., the vertex is unity for the temporal compo-
nent μ = 0 and is ∂ki h for the spatial component. The tadpole
diagram originates from the A2c†c term. The vertex expres-
sion is γμν (k) = δμ,iδν, j∂ki∂k j h, i.e., the vertex only exists for
μ, ν both being spatial indices, with vertex expression ∂ki∂k j h.
The two diagrams have the following expression:

�
(1)
1,μν (q) =

∫
d4k

(2π )4
Tr[γμ(k)G0(k+q/2)γν (k)G0(k−q/2)],

�
(1)
2,μν (q) =

∫
d4k

(2π )4
Tr[γμν (k)G0(k − q)]. (H4)

We now show that �
(1)
1,μν (q = 0) + �

(1)
2,μν (q = 0) = 0. First of

all, when one of the μ, ν is a temporal component, say ν = 0,
then �

(1)
2,μν = 0 and we are only left with �

(1)
1,μ0(q = 0): in the
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following we write k0 = ω. We have

�
(1)
1,μ0(q = 0) =

∫
d4k

(2π )4
Tr
[
γμ(k)G2

0(k)
]

=
∫

d4k

(2π )4
Tr

[
γμ(k)

(
1

ω − h(k)

)2]
= −

∫
d4k

(2π )4
Tr

[
γμ(k)

∂

∂ω

(
1

ω − h(k)

)]
= −

∫
d4k

(2π )4

∂

∂ω

{
Tr

[
γμ(k)

1

ω − h(k)

]}

= −
∫

d3k
(2π )4

Tr

[
γμ(k)

1

ω − h(k)

]∣∣∣∣∣
ω=+∞

ω=−∞
= 0, (H5)

where we have used the fact that if h is diagonalized as h = U †�U , then 1
(ω−h)2 = U † 1

(ω−�)2 U = U †[− ∂
∂ω

( 1
ω−�

)]U =
− ∂

∂ω
( 1
ω−h ). We therefore see that �

(1)
1,μ0(q = 0) = 0 for any μ. This means that �

(1)
1,0ν (q = 0) = 0 for any ν. Then, we look

at spatial components (note we have suppressed the arguments k below):

�
(1)
1,i j (q = 0) + �

(1)
2,i j (q = 0) =

∫
d4k

(2π )4
Tr

[
∂ki h

1

ω − h
∂k j h

1

ω − h

]
+
∫

d4k

(2π )4
Tr

[
∂ki∂k j h

1

ω − h

]
=
∫

d4k

(2π )4
Tr

[
∂ki h

1

ω − h
∂k j h

1

ω − h

]
−
∫

d4k

(2π )4
Tr

[
∂k j h∂ki

(
1

ω − h

)]
=
∫

d4k

(2π )4
Tr

[
∂ki h

1

ω − h
∂k j h

1

ω − h

]
−
∫

d4k

(2π )4
Tr

[
∂k j h

1

ω − h
∂ki h

1

ω − h

]
= 0,

(H6)

where we have used the fact that ∂ (K−1) = −K−1(∂K )K−1 for any (nonsingular) matrix K . Therefore we have proved that the
photon self-energy vanishes at one-loop level when photon external momentum is zero.

Next we show that Ward identity holds at one-loop level qμ(�(1)
1,μi(q) − �

(1)
2,μi(q)) = 0. First, only the vacuum polarization

diagram contributes to the μ0 component:

qμ�
(1)
1,μ0(q) =

∫
d4k

(2π )4
Tr

[ −q0 + qi∂ki h(k)

[k0 + q0/2 − h(k + q/2)][k0 − q0/2 − h(k − q/2)]

]
; (H7)

note that

[k0 + q0/2 − h(k + q/2)] − [k0 − q0/2 − h(k − q/2)] = q0 − qi∂ki h(k) + o(q); (H8)

this means that

qμ�
(1)
1,μ0(q) =

∫
d4k

(2π )4
Tr

[
1

k0 + q0/2 − h(k + q/2)
− 1

k0 − q0/2 − h(k − q/2)

]
, (H9)

which gives zero since the two terms only differ by a shift. Similarly, we have

qμ�
(1)
1,μi =

∫
d4k

(2π )4
Tr

[[−q0 + q j∂k j h(k)
] 1

k0 + q0/2 − h(k + q/2)
∂ki h(k)

1

k0 − q0/2 − h(k − q/2)

]
, (H10)

and similar to the μ0 component case, we get

qμ�
(1)
1,μi =

∫
d4k

(2π )4
Tr

[
∂ki h(k)

(
1

k0 + q0/2 − h(k + q/2)
− 1

k0 − q0/2 − h(k − q/2)

)]
. (H11)

On the other hand, we have 1
2 qi∂ki∂k j h(k) = ∂k j h(k + q/2) − ∂k j h(k) + o(q) = ∂k j h(k) − ∂k j h(k − q/2) + o(q), and

qj�
(1)
2, ji =

∫
d4k

(2π )4
Tr

[
q j∂k j ∂ki h(k)

k0 − q0 − h(k − q)

]
=
∫

d4k

(2π )4
Tr

[
∂k j h(k − q/2) − ∂k j h(k − q) + ∂k j h(k − q) − ∂k j h(k − 3q/2)

k0 − q0 − h(k − q)

]
=
∫

d4k

(2π )4
Tr

[
∂k j h(k) − ∂k j h(k − q/2)

k0 − q0/2 − h(k − q/2)

]
+
∫

d4k

(2π )4
Tr

[
∂k j h(k + q/2) − ∂k j h(k)

k0 + q0/2 − h(k + q/2)

]
,

(H12)
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where we have shifted the integral variables. Therefore we see that (denote �
(1)
2,0μ = 0)

qμ

(
�

(1)
1,μi(q) − �

(1)
2,μi(q)

) =
∫

d4k

(2π )4
Tr

[
∂ki h(k + q/2)

k0 + q0/2 − h(k + q/2)
− ∂ki h(k − q/2)

k0 − q0/2 − h(k − q/2)

]
, (H13)

which gives zero on the Brillouin zone. Therefore Ward identity holds at one-loop level.

APPENDIX I: DERIVING THE PHOTON VACUUM BUBBLE: SCALING ANALYSIS

We study the 00 component of the vacuum polarization diagram: after completing the frequency integral, we have (again in
imaginary time)

D(q) ≡ �
(1)
1,00(q) = −π Re

[∫
d3k

(2π )3

1 − d̂k+q/2 · d̂k−q/2

|dk+q/2| + |dk−q/2| + iq0

]
, (I1)

with d̂ = d/|d|. To separate the contribution along the nodal line and that in the vicinity of the � point, we use the identity
1 = x

a+x + a
a+x , where we set a = cq2 and x = |dk+q/2| + |dk−q/2| + iq0, so that

D(q) = D1(q) + D2(q), (I2)

with

D1(q) = −πRe

[∫
d3k

(2π )3

1 − d̂k+q/2 · d̂k−q/2

|dk+q/2| + |dk−q/2| + iq0 + cq2

]
, (I3a)

D2(q) = −πRe

[∫
d3k

(2π )3

cq2(1 − d̂k+q/2 · d̂k−q/2)

(|dk+q/2| + |dk−q/2| + iq0)(|dk+q/2| + |dk−q/2| + iq0 + cq2)

]
; (I3b)

the choice of a = cq2 is made to agree with the scaling dk ∝ q2 near the � point [see Eq. (46)] and guarantees that D2 extracts
the contribution in vicinity of the � point. Having in mind that at small q the leading order q result is isotropic in q. Therefore
we choose a specific direction for q: q = qz ẑ.

We first look at D2(q): since D2(q) is supported in the vicinity of the � point. We expand dk as in Eq. (46). Rescaling k = xqz

and dk = q2
z εk, we have

D2(q) ∼ −cπ |qz|Re

[∫
d3x

(2π )3

1 − ε̂x+ẑ/2 · ε̂x−ẑ/2

(|εx+ẑ/2| + |εx−ẑ/2| + iq0/q2)(|εx+ẑ/2| + |εx−ẑ/2| + iq0/|q| + c)

]
+ O(q2). (I4)

First look at the case of q0 = 0. In this case, the integral in D2(q) is well behaved, which can be easily seen in the original
expression (I3b): the only singularity comes from |dk+q/2| + |dk+q/2| = 0, or |εk+q/2||εk−q/2| = 0, which gives isolated points
(x1, x2, x3) = (±1/2,±1/2, 0). Expand around these points: x1 = ±1/2 + ηξ1, x2 = ±1/2 + ηξ2, and x3 = ηξ3. We see that
|εk+q/2||εk−q/2| ∼ η f (ξ1, ξ2, ξ3) where the function f is well behaved; therefore these singularities are integrable. We can also
relax the integral for x to the infinite plane and still get finite results. Therefore the integral in D2(q) is well behaved, and
D2(q, q0 = 0) scales linearly with |q|.

Next, we need to extract the scaling behavior at finite frequency; analytic continuation iq0 → ω + iδ is needed. First, the real
part of D2(q) is of the form D2(q) = |q| f (ω/q2), where f is a well-behaved function whose value is always finite (according
to the q0 = 0 analysis above). However, it might be useful to see what the actual scaling looks like. What we care is when
w = ω/q2 � 1 since this is the regime that D2(q) has both real and imaginary parts. In this regime, 1 − ε̂x+ẑ/2 · ε̂x−ẑ/2 is finite
(numerically verified), therefore the scaling is determined simply by

∫
d3x

(2π )3
1

[|εx+ẑ/2|+|εx−ẑ/2|±(w+iδ)] . The result is ∼∫ r2dr
r±(w+iδ) ∼

[∓wr + r2/2 + w2 ln(±w + r)]|R0 + iπw2sgn(w), we see that we have scaling w2 ln |w| + iπw2sgn(w). Note that the real part
w2 ln |w| is in addition to other contributions in f (w). Therefore in the limit ω → 0, we recover the scaling D2(q) ∼ |qz|.

Next we deal with D1(q). The numerator can be simplified: notice that d2
k+q/2 + d2

k−q/2 − 2|dk+q/2||dk−q/2| = (|dk+q/2| −
|dk−q/2|)2 ∼ (sin q sin k)2, and (dk+q/2 − dk−q/2)2 = 8 sin2 kz sin2 qz

2 ; therefore we can substitute

1 − d̂k+q/2 · d̂k−q/2 = −(|dk+q/2| − |dk−q/2|)2 + (dk+q/2 − dk−q/2)2

2|dk+q/2||dk−q/2| ∼ sin2 q sin2 k

2|dk+q/2||dk−q/2| . (I5)

Since D1(q) receives contribution mainly along the line, we can make the rescaling k1 = k3 + qx1, k2 = k3 + qx2 and the
approximation |dk±q/2| = |q|| sin k3| f±(x1, x2) + O(q3), where f±(x1, x2) =

√
(1 ∓ 2(x1 + x2) + 4x2

1 + 4x2
2 − 4x1x2)/2; we fur-

ther have

1 − d̂k+q/2 · d̂k−q/2 ∼ 1

f+(x) f−(x)
. (I6)
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Then after analytic continuation to real frequency we have

D1(qẑ, ω) = − |q|
2π2

∫
d2x

1

f+(x) f−(x)

∫ π

0
dk3

(
1

| sin k3|( f+ + f−) + ω
|q| + c|q| + iδ

+ 1

| sin k3|( f+ + f−) − ω
|q| + c|q| − iδ

)
,

(I7)
where the first integral gives (here we only consider ω � q � 1)

D(1)
1 = −|q|

π2
ln

(
1

| ω
|q| + c|q||

)
C0 − i

|q|
2π2

∫
d2x

�
(
0 < − ω

|q| − c|q| < f+ + f−
)

f+(x) f−(x)
√

[ f+(x) + f−(x)]2 − (
ω
|q| + c|q|)2

, (I8)

where we defined

C0 =
∫

d2x
1

f+(x) f−(x)[ f+(x) + f−(x)]
. (I9)

The imaginary part vanishes for |ω| � q2 since in this regime the Heaviside function has zero support. When |q| � ω � q2, we
can ignore the c|q|2 term, and we have

D1(qẑ, ω) = −|q| ln

(
1∣∣c2q2 − ω2

q2

∣∣
)

C0 − i|q|sgn(ω)

[
g

(
ω

|q|
)

�(|q| � |ω| > cq2) + ω2

q4
�(|ω| � q2)

]
, (I10)

where g(x) is a function of x = ω/g. We verify numerically that g( ω
|q| ) = C0 + 1

2 ( ω
|q| )

2. As we will show in the next Appendix, a
pure nodal line approximation can recover the calculation here by introducing a cutoff θ0 for integrals along the nodal line at the
� point of the form θ0 ∼ q.

To summarize, the 00 component D(q) = �00(q) receives contribution of D2(q) ∼ |q| f (ω/q2) near the � point and receives
contribution D1 = −|q| ln( 1

|c2|q|2−ω2/q2| ) − i|q|g(ω/q)�(|q| � |ω| > cq2) along the nodal lines. At small frequency ω � q2,
D(q) is real and is dominated by the nodal line [q ln(1/q) vs q].

The 0i and i j components can be analyzed in the same way. We have

�
(1)
1,0i(q) = −iπ Re

⎡⎣∫ d3k
(2π )3

|dk+q/2|−|dk−q/2|
|dk−q/2|+|dk+q/2|

Ci (k,q)
|dk−q/2||dk+q/2| − Di (k,q)

|dk−q/2||dk+q/2|
|dk+q/2| + |dk−q/2| + iq0

⎤⎦q0 sin ki, (I11a)

�
(1)
1,ii(q) = −2π Re

[∫
d3k

(2π )3

1 − B̂i(k, q)

|dk+q/2| + |dk−q/2| + iq0

]
sin2 ki, (I11b)

�
(1)
1,i j (q) = π Re

[∫
d3k

(2π )3

1 − 2B̂i(k, q) − 2B̂ j (k, q)

|dk+q/2| + |dk−q/2| + iq0

]
sin ki sin k j, (I11c)

where (it is understood i + 3 ≡ i)

B̂i = d̂k−q/2 · d̂k+q/2 − 3d̂ i
k−q/2d̂ i

k+q/2, (I12a)

Ci = 1
2

[(
di+2

k−q/2 + di+2
k+q/2

)− (
di+1

k−q/2 + di+1
k+q/2

)]
, (I12b)

Di = 1
2

[(
di+2

k−q/2 − di+2
k+q/2

)− (
di+1

k−q/2 − di+1
k+q/2

)]
. (I12c)

Due to the appearance of sin ki coming from the vertex expressions, the � point will contribute at a much higher order:
�

(1)
1,0i ∼ q2 and �

(1)
1,i j ∼ q3. Furthermore, the nodal line contribution becomes

�
(1)
1,0i = −iq0

1

2π2

∫
d2x

c0i(x)

f+(x) f−(x)

∫ π

0
dk3

(
1

| sin k3|( f+ + f−) + ω
|q| + c|q| + iδ

+ 1

| sin k3|( f+ + f−) − ω
|q| + c|q| − iδ

)
.

(I13)

Note that the numerator of Eq. (I11a) gives

∼ sin q sin k

|dk+q/2||dk−q/2| (I14)

[cf. Eq. (I5)], therefore it requires an extra |q| and an extra sin ki to cancel the |q|2 sin2 k3 coming from |dk+q/2||dk−q/2| in
Eq. (I14). Then, for the i j components

�
(1)
1,i j = − |q|

2π2

∫
d2x

ci j (x)

f+(x) f−(x)

∫ π

0
dk3

(
sin2 k3

| sin k3|( f+ + f−) + ω
|q| + c|q| + iδ

+ sin2 k3

| sin k3|( f+ + f−) − ω
|q| + c|q| − iδ

)
(I15)
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which gives

�
(1)
1,0i ∼ ωn0i(q̂) ln(1/|w|2) + iωg(w), �

(1)
1,i j ∼ |q|[ni j (q̂)(2 − πw) + mi j (q̂)w2 ln(1/w)] − i|q|w2g(w), (I16)

where w = ω/|q| � 1 and |q| � |ω| � cq2. (The discrete poles when |ω| � q2 are not included here.) We see that the nodal
line contribution also dominates in these components. Note the above expressions hold only in the scaling sense; for example,
the |q| factor in �

(1)
1,i j must have a component-dependent form in order for Ward identity to hold. On the other hand, these

expressions already have the right scaling for Ward identity to hold. The detailed form of these scaling functions can be found
in the next section.

Therefore in photon thermodynamics we just have to concentrate on the nodal line and not the � region. This validates the
QED calculation in the next section.

Finally, we mention that the momentum-dependent part of �2,i j starts to contribute at quadratic order in q2; this is because
due to the special form of h(k) we have

�
(1)
2,i j =

∫
d4k

(2π )4
Tr

[
∂ki∂k j h(k)

k0 − q0 − h(k − q)

]
=
∫

d4k

(2π )4
Tr

[
∂ki∂k j h(k + q)

k0 − h(k)

]
= δi j

∫
d4k

(2π )4
Tr

[
∂2

ki
h(k + q)

k0 − h(k)

]
. (I17)

Since h(−k) = h(k), if we expand ∂2
ki

h(k + q), the term linear in q is odd in k, which vanishes after the integral over k, leaving
the leading order contribution quadratic in q.

APPENDIX J: DERIVING THE PHOTON VACUUM BUBBLE: NODAL LINE APPROXIMATION

We concluded in the previous Appendix that the calculation of photon self-energy at one-loop level amounts to calculating
the momentum-dependent part of the vacuum polarization bubble. This is the diagram resulted from the minimal coupling term
Ai(−q)∂kiH(k)ψ†

k+q/2ψk−q/2. The expressions for this diagram and the vertex have been given in Eqs. (52) and (53). The bare
Green’s function for the spinons has the explicit form

G0(k) = 1

ik0 − H = ik0 + H
−k2

0 − E2
= − ik0 + cos k1(σ 2 − σ 3) + cos k2(σ 3 − σ 1) + cos k3(σ 1 − σ 2)

k2
0 + (cos k1 − cos k2)2 + (cos k2 − cos k3)2 + (cos k3 − cos k1)2

. (J1)

To evaluate the vacuum polarization bubble near the nodal star region, we first need to write the momentum in local
coordinates. Denote the nodal line by (ς1, ς2, ς3), where ς1,2,3 = ±1 labels different nodal lines. For each nodal line, we denote

ε3 = 1√
3

(ς1x̂ + ς2ŷ + ς3ẑ), ε1 = 1√
2

(ς1x̂ − ς2ŷ), ε2 = 1√
6

(ς1x̂ + ς2ŷ − 2ς3ẑ). (J2)

Any momentum will be expanded in these coordinates: denote k = k1x̂ + k2ŷ + k3ẑ = cε3 + a(ε1 cos θ + ε2 sin θ ) +
b(−ε1 sin θ + ε2 cos θ ), then we have

k1 = ς1

[
c√
3

+ η

(
a√
2

+ b√
6

)
cos θ + η

(
a√
6

− b√
2

)
sin θ

]
, (J3a)

k2 = ς2

[
c√
3

+ η

(
− a√

2
+ b√

6

)
cos θ + η

(
a√
6

+ b√
2

)
sin θ

]
, (J3b)

k3 = ς3

(
c√
3

− η
2b√

6
cos θ − η

2a√
6

sin θ

)
. (J3c)

First, expand the Hamiltonian (45a) to first order of η and then set η = 1. We obtain

H = sin
c√
3

(
(−a + √

3b) cos θ + (
√

3a + b) sin θ√
2

σ 1 − (a + √
3b) cos θ + (

√
3a − b) sin θ√

2
σ 2 +

√
2(a cos θ − b sin θ )σ 3

)
(J4)

with the energy E2(k) = 3 sin2 c√
3
(a2 + b2) = v2(a2 + b2) where we defined v ≡ √

3 sin c√
3
. From now on, for any k-dependent

function f = f (k), we will introduce the notation f± ≡ f (k ± q/2).
Using the Feynman parametrization we have

�μν (q) =
∫

d4k

(2π )4

∫ 1

0
du

Zμν (k, q){
u
[
k2

0+ + v2+(a2+ + b2+)
]+ (1 − u)

[
k2

0− + v2−(a2− + b2−)
]}2 , (J5)

where we defined

Zμν = Tr{�μ(k)[i(k0 + q0/2) + H (k + q/2)]�ν (k)[i(k0 − q0/2) + H (k − q/2)]}. (J6)
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In local coordinates, �μν (q) then can be written as

�μν (q) = ς1ς2ς3

(2π )4

∫
dκ0

∫
d2κ⊥

g

∫
dκ‖

∫ 1

0
du

Zμν (k, q)(
κ2

0 + κ2
⊥ + �

)2 , (J7)

where we defined

κ0 = k0 + (u − 1/2)q0, κ⊥ = √
g

(
k⊥ + 1

2
f q⊥

)
, κ‖ = c√

3
, (J8)

with

g = uv2
+ + (1 − u)v2

−, h = uv2
+ − (1 − u)v2

−, f = h

g
= uv2

+ − (1 − u)v2
−

uv2+ + (1 − u)v2−
, � = u(1 − u)q2

0 + 1

4
(1 − f 2)gq2

⊥. (J9)

The denominator has spherical symmetry with respect to (κ0, κ⊥). If we set v+ = v− ≡ v, then the isotropic (i.e., relativistic)
limit is recovered: κ⊥ = k⊥ + (u − 1/2)q⊥ which agrees with κ0 = k0 + (u − 1/2)q0; and 1

4 g(1 − f 2)q2
⊥ → u(1 − u)q2

⊥ which
agrees with u(1 − u)q2

0.
Now we simplify the numerator Zμν . The vertex �μ in principle needs expansion according to powers of η; however, for

our purpose it suffices to keep the zeroth order, i.e., �1(k) = sin k1(σ 2 − σ 3) ∼ ς1 sin c√
3
(σ 2 − σ 3), and similarly �2(k) ∼

ς2 sin c√
3
(σ 3 − σ 1), and �3(k) ∼ ς3 sin c√

3
(σ 1 − σ 2). For later convenience we further define ς0 ≡ 1. This way in Zμν there

will be prefactors of

ςμςν

(
sin

c√
3

)δμ 
=0+δν 
=0

= ςμςν

(
v√
3

)δμ 
=0+δν 
=0

.

We then apply Eq. (J8) and Zμν will be written as polynomials of κ , up to quadratic order. Then only the constant terms in κ

and the squared terms in κ need to be kept since the other terms integrate to zero. The integral over d3κ = dκ0d2κ⊥ can then be
evaluated. Using dimensional regularization∫

d3κ
{κ2, 1}

(κ2 + �)2
= 4π

∫
dκ

{κ4, κ2}
(κ2 + �)2

= π2

{
−3�1/2,

1

�1/2

}
, (J10)

where the divergent part of the first term has been subtracted (this part is independent of the external momentum q and will
cancel the divergence from the tadpole diagram). We then have

�μν (q) = ς1ς2ς3

(2π )4

∫
dκ‖ςμςν

(
v√
3

)δμ 
=0+δν 
=0
∫ 1

0
du Iμν (κ‖, q), (J11)

where [note we have put back in Iμν the extra 1
g in Eq. (J7) resulted from the change of integral variables]

I00 = 4π2

(
−I1q2

0 + I2q2
0v−v+ − 1

6
I2Q2v2

−v2
+ + 1

2
I3Q2v3

−v3
+

)
, (J12a)

I0i = −4π2q0Qiv−v+
v− + v+

2
√

3
I2, i ∈ {1, 2, 3}, (J12b)

I ii = 4π2

(
2I1q2

0 + 1

3
I2Q2v2

−v2
+ − 1

3
I3Q2

iiv
3
−v3

+

)
, i ∈ {1, 2, 3}, (J12c)

I i j = −4π2

(
I1q2

0 + 1

6
I2Q2v2

−v2
+ + 1

3
I3Q2

kkv
3
−v3

+

)
, {i, j, k} = {1, 2, 3}, (J12d)

where the definitions of Q, Qi, and Qii are in Eqs. (61), and we defined

I1 = (1 − u)u√
�g

, I2 = (1 − u)u√
�g2

, I3 = (1 − u)u√
�g3

. (J13)

We note that the integrals
∫ 1

0 I1,2,3du for general v+ 
= v− can be evaluated, and the result is written in terms of the elliptic
functions. However, we are allowed to set v+ = v− = v in I1,2,3 since the q dependence in v± does not affect the leading order
of the photon self-energy �1 which is linear in q. Then we have∫ 1

0
I1du = π

8v2
√

q2
0 + Q2

3 v2
,

∫ 1

0
I2du = π

8v4
√

q2
0 + Q2

3 v2
,

∫ 1

0
I3du = π

8v6
√

q2
0 + Q2

3 v2
. (J14)
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This allows us to write

∫ 1

0
Iμνdu = π3

2
√

q2
0 + Q2

3 v2

⎛⎜⎜⎜⎜⎜⎝
1
3 Q2 − q0Q1√

3v
− q0Q2√

3v
− q0Q3√

3v

− q0Q1√
3v

2 q2
0

v2 + 1
3 Q2 − 1

3 Q2
11 − q2

0
v2 − 1

6 Q2 − 1
3 Q2

33 − q2
0

v2 − 1
6 Q2 − 1

3 Q2
22

− q0Q2√
3v

− q2
0

v2 − 1
6 Q2 − 1

3 Q2
33 2 q2

0
v2 + 1

3 Q2 − 1
3 Q2

22 − q2
0

v2 − 1
6 Q2 − 1

3 Q2
11

− q0Q3√
3v

− q2
0

v2 − 1
6 Q2 − 1

3 Q2
22 − q2

0
v2 − 1

6 Q2 − 1
3 Q2

11 2 q2
0

v2 + 1
3 Q2 − 1

3 Q2
33

⎞⎟⎟⎟⎟⎟⎠. (J15)

The matrix on the right has two zero eigenvalues and two nonzero eigenvalues, 3π3

2v2

√
q2

0 + Q2

3 v2 and 3π3

2v2

q2
0+ 1

9 Q2v2√
q2

0+ Q2

3 v2
. And we have

�μν (q) = ς1ς2ς3

(2π )4

∫
dκ‖

π3

2
√

q2
0 + Q2

3 v2

×

⎛⎜⎜⎜⎜⎜⎝
1
3 Q2 −ς1

q0Q1

3 −ς2
q0Q2

3 −ς3
q0Q3

3

−ς1
q0Q1

3
2
3 q2

0 + v2

9 (Q2 − Q2
11) −ς1ς2

[
q2

0
3 + v2

18 (Q2 + 2Q2
33)
]

−ς1ς3

[
q2

0
3 − v2

18 (Q2 + 2Q2
22)
]

−ς2
q0Q2

3 −ς1ς2

[
q2

0
3 + v2

18 (Q2 + 2Q2
33)
]

2
3 q2

0 + v2

9 (Q2 − Q2
22) −ς2ς3

[
q2

0
3 + v2

18 (Q2 + 2Q2
11)
]

−ς3
q0Q3

3 −ς1ς3

[
q2

0
3 + v2

18 (Q2 + 2Q2
22)
]

−ς1ς2

[
q2

0
3 + v2

18 (Q2 + 2Q2
11)
]

2
3 q2

0 + v2

9 (Q2 − Q2
33)

⎞⎟⎟⎟⎟⎟⎠.

(J16)

The matrix now has two zero eigenvalues and two nonzero eigenvalues
π3(q2

0+ 1
3 Q2 )

2
√

q2
0+ Q2

3 v2
and π3

2

√
q2

0 + Q2

3 v2.

The final integral is over κ‖. To do this, cutoff must be imposed in the vicinity of � and L points where the Dirac velocity
vanishes: ∫ π−θ0

θ0

dκ‖
1√

A + sin2 κ‖
= F

(
π − θ0,− 1

A

)− F
(
θ0,− 1

A

)
√

A
, (J17a)

∫ π−θ0

θ0

dκ‖
sin2 κ‖√

A + sin2 κ‖
=

√
A

[
E

(
π − θ0,− 1

A

)
− E

(
θ0,− 1

A

)
− F

(
π − θ0,− 1

A

)
+ F

(
θ0,− 1

A

)]
, (J17b)

with A = q2
0

Q2 . Note that we can safely set θ0 = 0 in the second integral.

[1] L. Savary and L. Balents, Rep. Prog. Phys. 80, 016502 (2016).
[2] A. Kitaev, Ann. Phys. 321, 2 (2006), January special issue.
[3] A. Polyakov, Nucl. Phys. B 120, 429 (1977).
[4] Y. Singh and P. Gegenwart, Phys. Rev. B 82, 064412 (2010).
[5] A. Banerjee, C. A. Bridges, J. Q. Yan, A. A. Aczel, L. Li, M. B.

Stone, G. E. Granroth, M. D. Lumsden, Y. Yiu, J. Knolle, S.
Bhattacharjee, D. L. Kovrizhin, R. Moessner, D. A. Tennant,
D. G. Mandrus, and S. E. Nagler, Nat. Mater. 15, 733 (2016).

[6] M. Hermanns, I. Kimchi, and J. Knolle, Annu. Rev. Condens.
Matter Phys. 9, 17 (2018).

[7] J. A. M. Paddison, M. Daum, Z. Dun, G. Ehlers, Y. Liu, M. B.
Stone, H. Zhou, and M. Mourigal, Nat. Phys. 13, 117 (2017).

[8] Y. Shen, Y.-D. Li, H. Wo, Y. Li, S. Shen, B. Pan, Q. Wang, H. C.
Walker, P. Steffens, M. Boehm, Y. Hao, D. L. Quintero-Castro,
L. W. Harriger, M. D. Frontzek, L. Hao, S. Meng, Q. Zhang, G.
Chen, and J. Zhao, Nature (London) 540, 559 (2016).

[9] P.-L. Dai, G. Zhang, Y. Xie, C. Duan, Y. Gao, Z. Zhu, E. Feng,
C.-L. Huang, H. Cao, A. Podlesnyak et al., Phys. Rev. X 11,
021044 (2021).

[10] Y. Ran, M. Hermele, P. A. Lee, and X.-G. Wen, Phys. Rev. Lett.
98, 117205 (2007).

[11] S. Yan, D. A. Huse, and S. R. White, Science 332, 1173 (2011).

[12] L. Ding, P. Manuel, S. Bachus, F. Grußler, P. Gegenwart,
J. Singleton, R. D. Johnson, H. C. Walker, D. T. Adroja,
A. D. Hillier, and A. A. Tsirlin, Phys. Rev. B 100, 144432
(2019).

[13] M. M. Bordelon, E. Kenney, C. Liu, T. Hogan, L. Posthuma, M.
Kavand, Y. Lyu, M. Sherwin, N. P. Butch, C. Brown et al., Nat.
Phys. 15, 1058 (2019).

[14] P. W. Anderson, Phys. Rev. 102, 1008 (1956).
[15] M. Hermele, M. P. A. Fisher, and L. Balents, Phys. Rev. B 69,

064404 (2004).
[16] L. Savary and L. Balents, Phys. Rev. Lett. 108, 037202 (2012).
[17] X.-P. Yao, Y.-D. Li, and G. Chen, Phys. Rev. Research 2,

013334 (2020).
[18] H. Yan, O. Benton, L. D. C. Jaubert, and N. Shannon, Phys.

Rev. Lett. 124, 127203 (2020).
[19] R. Sibille, E. Lhotel, M. Ciomaga Hatnean, G. J. Nilsen, G.

Ehlers, A. Cervellino, E. Ressouche, M. Frontzek, O. Zaharko,
V. Pomjakushin, U. Stuhr, H. C. Walker, D. T. Adroja, H.
Luetkens, C. Baines, A. Amato, G. Balakrishnan, T. Fennell,
and M. Kenzelmann, Nat. Commun. 8, 892 (2017).

[20] R. Sibille, E. Lhotel, V. Pomjakushin, C. Baines, T. Fennell, and
M. Kenzelmann, Phys. Rev. Lett. 115, 097202 (2015).

054401-33

https://doi.org/10.1088/0034-4885/80/1/016502
https://doi.org/10.1016/j.aop.2005.10.005
https://doi.org/10.1016/0550-3213(77)90086-4
https://doi.org/10.1103/PhysRevB.82.064412
https://doi.org/10.1038/nmat4604
https://doi.org/10.1146/annurev-conmatphys-033117-053934
https://doi.org/10.1038/nphys3971
https://doi.org/10.1038/nature20614
https://doi.org/10.1103/PhysRevX.11.021044
https://doi.org/10.1103/PhysRevLett.98.117205
https://doi.org/10.1126/science.1201080
https://doi.org/10.1103/PhysRevB.100.144432
https://doi.org/10.1038/s41567-019-0594-5
https://doi.org/10.1103/PhysRev.102.1008
https://doi.org/10.1103/PhysRevB.69.064404
https://doi.org/10.1103/PhysRevLett.108.037202
https://doi.org/10.1103/PhysRevResearch.2.013334
https://doi.org/10.1103/PhysRevLett.124.127203
https://doi.org/10.1038/s41467-017-00905-w
https://doi.org/10.1103/PhysRevLett.115.097202


LIU, HALÁSZ, AND BALENTS PHYSICAL REVIEW B 104, 054401 (2021)

[21] B. Gao, T. Chen, D. W. Tam, C.-L. Huang, K. Sasmal, D. T.
Adroja, F. Ye, H. Cao, G. Sala, M. B. Stone et al., Nat. Phys.
15, 1052 (2019).

[22] J. Gaudet, E. M. Smith, J. Dudemaine, J. Beare, C. R. C.
Buhariwalla, N. P. Butch, M. B. Stone, A. I. Kolesnikov, G.
Xu, D. R. Yahne, K. A. Ross, C. A. Marjerrison, J. D. Garrett,
G. M. Luke, A. D. Bianchi, and B. D. Gaulin, Phys. Rev. Lett.
122, 187201 (2019).

[23] M. Léger, E. Lhotel, M. Ciomaga Hatnean, J. Ollivier, A. R.
Wildes, S. Raymond, E. Ressouche, G. Balakrishnan, and S.
Petit, Phys. Rev. Lett. 126, 247201 (2021).

[24] C. Xu, F. Wang, Y. Qi, L. Balents, and M. P. A. Fisher, Phys.
Rev. Lett. 108, 087204 (2012).

[25] R. V. Mishmash, J. R. Garrison, S. Bieri, and C. Xu, Phys. Rev.
Lett. 111, 157203 (2013).

[26] B. Huang, Y. B. Kim, and Y.-M. Lu, Phys. Rev. B 95, 054404
(2017).

[27] M. J. Lawler, A. Paramekanti, Y. B. Kim, and L. Balents, Phys.
Rev. Lett. 101, 197202 (2008).

[28] F. J. Burnell, S. Chakravarty, and S. L. Sondhi, Phys. Rev. B 79,
144432 (2009).

[29] S. Mandal and N. Surendran, Phys. Rev. B 79, 024426
(2009).

[30] W. M. H. Natori, E. C. Andrade, E. Miranda, and R. G. Pereira,
Phys. Rev. Lett. 117, 017204 (2016).

[31] Y. Zhang and T. Senthil (unpublished).
[32] X.-G. Wen, Phys. Rev. B 65, 165113 (2002).
[33] Y.-M. Lu, Y. Ran, and P. A. Lee, Phys. Rev. B 83, 224413

(2011).

[34] Y.-M. Lu, Phys. Rev. B 93, 165113 (2016).
[35] B. Huang, W. Choi, Y. B. Kim, and Y.-M. Lu, Phys. Rev. B 97,

195141 (2018).
[36] D. L. Bergman, G. A. Fiete, and L. Balents, Phys. Rev. B 73,

134402 (2006).
[37] G. Chen, Phys. Rev. B 94, 205107 (2016).
[38] L. Ern Chern and Y. B. Kim, Sci. Rep. 9, 10974 (2019).
[39] C. Liu, G. B. Halász, and L. Balents, Phys. Rev. B 100, 075125

(2019).
[40] T. Senthil, M. Vojta, and S. Sachdev, Phys. Rev. B 69, 035111

(2004).
[41] O. I. Motrunich, Phys. Rev. B 72, 045105 (2005).
[42] M. Peskin, An Introduction to Quantum Field Theory (CRC,

Boca Raton, 2018).
[43] P. Romatschke and M. Säppi, Phys. Rev. D 100, 073009 (2019).
[44] P. Romatschke, Phys. Rev. Lett. 123, 241602 (2019).
[45] J. Gan and E. Wong, Phys. Rev. Lett. 71, 4226 (1993).
[46] Y.-M. Lu, Phys. Rev. B 97, 094422 (2018).
[47] M. Kurita, Y. Yamaji, and M. Imada, J. Phys. Soc. Jpn. 80,

044708 (2011).
[48] H.-M. Guo and M. Franz, Phys. Rev. Lett. 103, 206805 (2009).
[49] W. Witczak-Krempa, A. Go, and Y. B. Kim, Phys. Rev. B 87,

155101 (2013).
[50] K. A. Ross, L. Savary, B. D. Gaulin, and L. Balents, Phys. Rev.

X 1, 021002 (2011).
[51] H. Watanabe, H. C. Po, A. Vishwanath, and M. Zaletel, Proc.

Natl. Acad. Sci. U. S. A. 112, 14551 (2015).
[52] D. V. Else and R. Thorngren, Phys. Rev. B 101, 224437 (2020).
[53] R. Thorngren and D. V. Else, Phys. Rev. X 8, 011040 (2018).

054401-34

https://doi.org/10.1038/s41567-019-0577-6
https://doi.org/10.1103/PhysRevLett.122.187201
https://doi.org/10.1103/PhysRevLett.126.247201
https://doi.org/10.1103/PhysRevLett.108.087204
https://doi.org/10.1103/PhysRevLett.111.157203
https://doi.org/10.1103/PhysRevB.95.054404
https://doi.org/10.1103/PhysRevLett.101.197202
https://doi.org/10.1103/PhysRevB.79.144432
https://doi.org/10.1103/PhysRevB.79.024426
https://doi.org/10.1103/PhysRevLett.117.017204
https://doi.org/10.1103/PhysRevB.65.165113
https://doi.org/10.1103/PhysRevB.83.224413
https://doi.org/10.1103/PhysRevB.93.165113
https://doi.org/10.1103/PhysRevB.97.195141
https://doi.org/10.1103/PhysRevB.73.134402
https://doi.org/10.1103/PhysRevB.94.205107
https://doi.org/10.1038/s41598-019-47517-6
https://doi.org/10.1103/PhysRevB.100.075125
https://doi.org/10.1103/PhysRevB.69.035111
https://doi.org/10.1103/PhysRevB.72.045105
https://doi.org/10.1103/PhysRevD.100.073009
https://doi.org/10.1103/PhysRevLett.123.241602
https://doi.org/10.1103/PhysRevLett.71.4226
https://doi.org/10.1103/PhysRevB.97.094422
https://doi.org/10.1143/JPSJ.80.044708
https://doi.org/10.1103/PhysRevLett.103.206805
https://doi.org/10.1103/PhysRevB.87.155101
https://doi.org/10.1103/PhysRevX.1.021002
https://doi.org/10.1073/pnas.1514665112
https://doi.org/10.1103/PhysRevB.101.224437
https://doi.org/10.1103/PhysRevX.8.011040

