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Excited states of a phosphorus pair in silicon: Combining valley-orbital interaction
and electron-electron interactions
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Excitations of impurity complexes in semiconductors cannot only provide a route to fill the terahertz gap
in optical technologies but can also play a role in connecting local quantum bits efficiently to scale up solid-
state quantum-computing devices. However, taking into account both the interactions among electrons/holes
bound at the impurities and the host band structures is challenging. Here we combine first-principles band-
structure calculations with quantum-chemistry methodology to evaluate the ground and excited states of a pair
of phosphorous (shallow donors) impurities in silicon within a single framework. We account for the electron-
electron interaction within a broken-symmetry Hartree-Fock approach, followed by a time-dependent Hartree-
Fock method to compute the excited states. We adopt a Hamiltonian for each conduction-band valley including
an anisotropic kinetic energy term, which splits the 2py and 2p. transitions of isolated donors by ~4 meV, in
good agreement with experiments. Our single-valley calculations show the optical response is a strong function
of the optical polarization and suggest the use of valley polarization to control optics and reduce oscillations
in exchange interactions. When taking into account all valleys, we have included valley-orbital interactions
that split the energy levels further. We find a gap opens between the 1s — 2p transition and the low-energy
charge-transfer states within 1s manifolds (which become optically allowed because of interdonor interactions).
In contrast to the single-valley case, we also find charge-transfer excited states in the triplet sector, thanks to the
extra valley degrees of freedom. Our computed charge-transfer excited states have a qualitatively correct energy
as compared with previous experimental findings; additionally, we predict a set of excitations below 20 meV.
Calculations based on a statistical average of nearest-neighbor pairs at different separations suggest that THz
radiation could be used to excite the donor pairs spin-selectively. Our approach can readily be extended to other
types of donors such as arsenic, and more widely to other semiconducting host materials such as germanium,

zinc oxides, and gallium nitride, etc.
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I. INTRODUCTION

Donors in silicon, as building blocks for modern electron-
ics, have recently attracted much attention as a promising
candidate for developing quantum technologies [1]. Electrons
bound to donors in silicon have shown exceptionally long
spin-lattice relaxation and spin coherence times, demonstrat-
ing great potential for quantum information processing [2,3].
Recently, donor molecules (DMs) have been proposed to host
electron spins as quantum bits (qubits) [4-9] because such
molecules can be used to make the spin states of different
molecules distinguishable, owing to hyperfine interactions.
This then opens a route for addressing qubits individually
[4,7], as in the original proposal for silicon donor quantum
computation by Kane [10]. A two-qubit quantum gate opera-
tion and spin readout based on silicon donors have recently
been demonstrated using DMs [8,9]. In addition, exchange
coupling and Pauli spin blockade have been observed between
two DMs (one containing two phosphorus atoms and the other
three) [4,5,11], paving the way toward universal multiqubit
operations and qubit readout. The measurement of spin cor-
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relations and tuning of the exchange interactions between
spins of different DMs shed light on the control of exchange
interactions for two-qubit operations by using silicon donors
[6]. However, the exchange interaction between donors in
semiconductors is short ranged (limited by the exponential
decay of the ground states) and in many materials strongly os-
cillating; this is a significant obstacle to fault-tolerant quantum
error correction in this system [12]. Against this background,
the excited states of dopants would be useful in a few respects:
(i) to extend the wave functions and control the exchange
interaction, thus producing longer-range coherence between
the donor spins, and (ii) to connect individual qubits through
an optical network by means of the optical excitations [12].
The reason for the oscillatory exchange in many host semi-
conductors is the interference between multiple conduction-
band minima [13]. An alternative approach is to use as host
a material without valley degeneracy, such as ZnSe [14],
ZnO [15], and GaN [16], although at present these mate-
rials cannot match the quality of silicon crystals. On the
other hand, this degree of freedom can provide opportuni-
ties, and the topic of valleytronics, in which the multiple
valleys are used as an additional degree of freedom either
in conventional electronics or to represent quantum informa-
tion, has attracted much attention recently. The potential of
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valeytronics has been demonstrated by observing quantum
interference between valleys in silicon [17], control of valley-
polarized electrons in diamond [18], and using the valleys to
control the spin properties in silicon [19]. Polarization of the
valley degree of freedom is challenging for donor electrons
but could be achieved using applied strain, thus removing the
exchange oscillations [20].

The large dielectric constant (~12) for silicon and small
effective mass means that the energy scale for donor elec-
tronic structure is tens of meV; this implies the natural optical
couplings are in the terahertz region. Quantum cascade lasers
based on sophisticated quantum-well nanostructures [21,22]
have been used widely for THz radiation. While the terhertz
radiation has been studied in isolated impurities in silicon
[23-25], recent first-principles calculations [26] have shown
that for one-dimensional donor clusters (lines), the excitation
energies can be as low as 10 meV; they could therefore be an
alternative source for Thz radiation. This will avoid using in-
tricate fabrication techniques for quantum wells; meanwhile,
the frequency can be tuned by the donor densities.

The interaction between electrons is crucial to understand
the excited states of these multielectron DMs. For example,
for a pair of hydrogen atoms, stretching the bond between
them will raise the energy of the so-called ionic Jor charge-
transfer (CT)] excited state, where two electrons sit on one
atom, leaving a hole on the other. This involves the com-
petition between the on-site Coulomb repulsion (essentially,
the simplest form of electronic correlation) and long-range
(classical) Coulomb attraction. The interplay between valley
effects and electron-electron interactions is expected to bring
forward physics not present in the previous calculations in
Ref. [26], which were performed in the spherical band ap-
proximation. The optical properties of donor clusters were
studied experimentally previously [27]; this work identified
a CT state located at ~30 meV. However, the experimental
results were reported only down to 26 meV with limited ob-
servations between 10 and 20 meV, which were claimed as the
1s4 — 1s7 and 1s4, — lsg transitions. The excited states of
isolated donors in silicon were previously studied [28] within
a tight-binding model that was based on a silicon band wave
function computed by GW methods, which is an approxima-
tion to compute the self energy of a many-electron system by
using Green’s function G and the screened Coulomb inter-
action W. Recently, electron correlations were included in a
single-donor multielectron calculation within full configura-
tion interaction [29]. On the other hand, the excited states for
the single-band Hubbard model have been studied in detail,
which includes doublons and holons similar to ionic excited
states [30,31]. The excited states of multidonor complexes
have rarely been studied, although a configuration-interaction
method was proposed to study the electronic structure of a
neutral donor pair (D(z)) [32]. The excited state of a donor clus-
ter has also been studied in a three-donor complex consisting
of two deep donors and one control donor to see how the
exchange interactions among them were affected by optical
excitation [33]. In that case, the excited state, constructed
in a single-valley hydrogenic model via 2s Whittaker func-
tion within a simple variational approach [34], is delocalized
over all the donors, thus affecting the sign and magnitude of
exchange interactions. In addition, electron transport prop-

erties of donor arrays in silicon (involving charged, rather
than neutral, excitations) have recently been studied within an
extended Hubbard model [35].

Here we present a series of calculations for the excited
states of a phosphorus pair in silicon. We work within
effective-mass theory [36,37], expanding the envelope func-
tions in terms of Gaussian orbitals, while explicitly treating
the interactions between electrons and preserving the multi-
valley nature of the problem [36—38]. We use the Hartree-Fock
approach and its time-dependent version to compute the
ground and excited states, respectively. We have also ne-
glected the spin-orbit interaction, which is small in the
conduction-band-derived states of donors (it is usually much
more important for acceptors). The triplet excitation can be
problematic as the reference state is based on Hartree-Fock
method (a poor description of the ground state) [39]. How-
ever, the induced triplet instability has only be shown for
m-conjugated molecules [40]. We also take into account the
central-cell corrections (CCC) [32,38,41] to effective-mass
theory, which can be adjusted according to donor types. Based
on our chosen basis set, our calculations show a qualitatively
correct physics, in which the nature of the lowest excitations is
qualitatively different from those found in the previous hydro-
genic calculations [26], with a significant energy gap between
the 1s — 2p transition and the ionic-state transition arising
from multivalley effects both for the singlet and triplet spin
sectors. In addition, we have also found that the low-energy
excitation energy sector below 20 meV is dominated by CT
states, which could play an important role in exciting these
donor pairs spin-selectively. The remaining discussion falls
into three parts: in Sec. II, we discuss the theoretical and
computational methods used, in Sec. III we report and discuss
our results, and in Sec. IV, we draw some general conclusions.

II. COMPUTATIONAL DETAILS

A. First-principles calculation for bulk silicon

We have performed first-principles calculations for the
electronic structure of silicon by using the plane-wave code
QUANTUM ESPRESSO [42]. We have adopted the silicon
lattice constant as a = 5.43 A with a face-centered cubic
symmetry. We have chosen the gauge including projector
augmented waves pseudopotential for silicon provided in
QUANTUM ESPRESSO [42], which is compatible with the PBE
exchange-correlation density functional [43]. The Monkhorst-
Pack sampling [44] of reciprocal space is carried out choosing
a grid of shrinking factor equal to 16 x 16 x 16. The energy
cutoff is chosen to be 1088 eV. After benchmarking the sil-
icon band structure, we extracted the Bloch wave functions
(¢ (F) = &7 ¢ c’l‘zei’(‘7) at the conduction band minima
(|E| = 0.85%), which were then used to compute the valley-
orbital interaction. We also performed a phase shift for the
wave functions as stated in Ref. [45] to maintain the cubic
symmetry.

B. Gaussian expansion and basis set

Gaussian functions are used to expand the effective-
mass envelope function for each valley, as in conven-
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TABLE I. The Gaussian basis sets used to perform single-valley
and multivalley calculations for the phosphorus donor. Here BF is the
basis function index, and Exp. is the exponent. All the contraction
coefficients are 1.0. r. is the radius of the central-cell correction for
the donor ion potential, defined in Eq. (10) for each basis set.

Single valley Multivalley
Shell BF Exp. (a57?) Exp. (a;™?)
S 1 10.0 200.0
2 3.030 66.667
3 0.918 22.222
4 0.278 7.407
5 0.0843 2.469
6 0.0256
7 0.00774
8 0.00235
9 0.000711
10 0.000215
P 1 1.0 20.0
2 0.303 6.667
3 0.0918 2222
4 0.0278 0.741
5 0.00843 0.247
6 0.00256
7 0.000774
8 0.000235
9 0.0000711
10 0.0000215
CCC rec(ag) 0.0199 0.0109

tional molecular quantum chemistry calculations [46,47]. We
write

V. (F) = Fu (P (), ey

Fu®) = cuunu(P), )

where F}, is the envelope function in valley p (the label p runs
over £x, £y and £z), g, is the nth Gaussian function for the

w valley, and ¢; (F) = e uz (7) is the Bloch wave function
" n"

for the minimum of the p valley. We can therefore define a

state v, associated with each Gaussian basis function:

W (F) =D Y (P, 3)

wnu(l_;) = gnu(?)(b];# (?) (4)

For the multivalley calculations, we construct the full state
from linear combinations of the single-valley states, so

YA =) WP =) @ ®. )
n w.n

We adopt a value of 11.7 for the dielectric constant for sil-
icon, which leads to the effective Hartree, Ha* = 37.77 meV
and the effective Bohr radius ajj = 3.26 nm. For the single-
valley calculations with or without CCCs, we use an extended
even-tempered basis set (Table I) and benchmark our results
against the electronic structure of a hydrogen atom (a sin-
gle phosphorus donor in silicon) for the case without (with)

CCS, whereas for the multivalley calculations we employ a
moderate even-tempered basis set (Table I) and benchmark
against the electronic structure of a single phosphorus donor in
silicon. By using the single-valley basis set, we have obtained
satisfactory 1s and 2p energies (Ej; = —13.59eV, £, =
—3.40eV) for hydrogen atoms (—18.89 meV and —4.73 meV
within effective mass theory for a hydrogenic impurity). For
the single-valley calculations with a CCC, the ground-state
energy is tuned to be —45.5 meV by varying the CCC
radius as shown in Table I. We use a much more local-
ized basis set in multivalley calculations than those for the
single-valley calculations. For multivalley calculations, this
basis set gives a reasonable match to the single-donor energy
levels (Ejs4 = —45.55 meV, Ej;r = —33.54 meV, E =
—25.59 meV, E>,, = —8.04 meV, and E;, = —0.65 meV)
with our empirically chosen CCC. The basis set is designed
to be moderate to have efficient multivalley calculations; our
results show that this basis set is effective. Notice that the
CCC radius is chosen to fit the ground-state energy (the six
Is-manifold ground-state energies) for single-valley (multi-
valley) calculations.

C. Single-valley Hamiltonian

In contrast to the isotropic Hamiltonian used in Ref. [26],
we explicitly include the anisotropy of the kinetic energy op-
erator in the single-valley Hamiltonian, which therefore reads
in the effective atomic units (aj and Ha*)

A 1 1—y d° 1 } 1
(6)
where A runs over all the donor sites, i and j label electrons,
and u; runs through the Cartesian coordinates x;, y;, and z;
my

of each electron. y = n is the ratio between perpendicular

(m; = 0.19m,) and parallel (m; = 0.98m,) effective masses
(m, is the bare mass for an electron). Standard molecular
ab initio computational methods, including configuration-
interaction [47], time-dependent Hartree-Fock (TDHF) [48]
and time-dependent density-functional theory (TDDFT) [48],
can be used to compute excited states. Here we have chosen
HF to compute ground states, followed by TDHF [48] for
excited states. To describe the singlet ground state of a donor
pair, we use the broken-symmetry method [49] to localize the
spins when the donor distance becomes large. Notice that in
our single-valley calculations, we have neglected the interfer-
ence factor from Bloch wave functions in the expansion.

D. Multivalley Hamiltonian and matrix elements

Based on the above single-valley Hamiltonian, the multi-
valley Hamiltonian is

Huy = Y 1) [Hy + Vel + ) )V (wl. (D)
u uFw

Here u and w run over all silicon conduction-band valleys +x,
+vy, and +z. V,,, includes the intervalley interaction defined
in Refs. [41,50] and the contributions from electron-electron
interaction (V,,, = VYO + 912, and in defining the operator
VVO we take into account only the intradonor intervalley
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splitting as in Ref. [20], (neglecting the interdonor intervalley
interactions). The interactions were computed in combination
with first-principles calculations, from which the plane-wave
coefficients of the conduction-band wave functions were ex-
tracted. The intradonor intervalley matrix elements were then
computed as follows:

VYO = ¢, (F)*U (1) (7)

_ w ok il(ky—k,+K—K')-7]
= E CECK,U(”)E , (8)
>3

where U (r) is the external potential for a single donor (with
or without CCCs, as discussed later) and ¢y is the plane-
wave expansion coefficient. If U(r) = %, then we will have
a Dawson-type integral between Gaussian orbitals [51]. For
example, the matrix element between s-type Gaussian (gy)
orbitals reads

(& IV, lgs (7, )
4nFDawson(%)
V] +Ol2|]_éw _l_éu +I€ —]?’|’

_ w Uk
= cﬁcl?/No,lNO[2

©)

KK

where « ;> are the Gaussian exponents and N, , are the nor-
malization factors.

For the CCC, we adopt a simple Gaussian-type potential as
follows, for computational convenience:

Voo (r) = (% — é)wz/’i-. (10)
|

He+Vee VO Vo

VO, Ho4Ve VY
AR A S

vio v, v

AN AR A

VY%, VY, V%

The matrix is formed by submatrices with dimension N, x
Ng, where N, is the number of Gaussian function for each
donor and N, is the number of donors. The diagonal term
is the single-valley Hamiltonian, including the self-consistent
field arising from Coulomb interactions within the HF ap-
proximation, while the off-diagonal ones are the intervalley
interaction. Notice that the Coulomb interactions will en-
ter the Fock matrix both in the intra-alley and intervalley
terms. The dimension of the whole Hamiltonian matrix is
N, X Ny x Ng, where N, is the number of valleys (six for
Si). In the HF self-consistent-field (SCF) process, we use a
simple density-matrix mixing scheme to stabilise the SCF
convergence.

E. Time-dependent Hartree-Fock formalism

The TDHF calculations are performed following the pro-
cedure described in Ref. [48]. We represent the interaction of

Here ¢ (es;) is the dielectric constant for the vacuum (silicon)
and r. is a core radius parameter that is adjusted to match
the experimental binding energy for phosphorus. This form
of potential ensures that the donor electrons see a screened
potential at long range but a bare hydrogenic potential at
short range; because the CCC is itself of Gaussian form, this
ansatz also makes calculations of matrix elements between
Gaussian basis states straightforward. The CCC formalism
can be improved by changing to ¢™*", but this is not the main
concern of this paper.

For the Gaussian matrix elements of the overlap and one-
electron (V}) and two-electron repulsion (r]?) integrals, we
adopt a single-valley rotating-wave approximation:

Yu(F = ROIWVI [y (F — Ry)) = v ®=Rg o (11)

o o 1 N o
(Y (71 — ROV (P — R2)|ij}/(?l — R3)Y, (7, — Ra4)

(12)

Here ¢, (¥) is as defined in Eq. (3), but with the Gaus-
sian expansion index n suppressed, while v; and vy, are the
matrix elements for the one-electron and two-electron opera-
tors between Gaussian functions. As shown in Eq. (11), the
electron-electron interactions can contribute the intervalley
interaction as 9.2 .

All the one-electron and two-electron integrals are approx-
imated as in Ref. [20]. These integrals, arising from Gaussian
functions, are computed by using Hermite integrals in a re-
cursive manner [46]. The core Hamiltonian formed by the
one-electron interactions reads

= v Btk =Ros 5.

Voo, A Voe

Ve, oovAL o VI

b e 13
Hoy+Vee V3 Vi

VS H AVe VY

VY, VY H_; + Ve

(

the electron-hole pairs by seeking solutions of the equation

A B |[X 1 0 [IX
bl SJRE e
where
Auinj = 0apbij(€q — €;) + Ky pj, (15)
Baivj = Kai, jb, (16)
Ksta,uvr = (w;k(r wf(7|’lp1>)k‘[ Wur) - (1/f:g wurll/f:f wt(r)- (17)

Here i and j (a and b) label the occupied (virtual) states. s,
t, 1, and v (o and 7) are used to label spatial orbitals (spins).
We have used the conventional round bracket notation from
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quantum chemistry:

(Yol ¥s)
1
_ / dFdF [ (P 5 (F)———— 0 (F ) Y51 (18)

7 =7

We therefore have A = (311

where the elements of these submatrices are

Apy —_ (B By
Au)’ and B = (Bu Bu)’

Ay = Kairpjr + 8apdij(€ay — €ir)
Kairpjr = Wi W5, ¥mr) — Wy Ui [V 75 ¥in ),
Ary = Kairpj, = o ¥in |5, ¥,
A = Kaippjr = W0 Yy W 5 ¥,
Ay = Kaiypjy + 8andij(€ay — €iy),
Kaiyvjy = g Wiy W5, ¥ny) — (g Yy |97 ¥2y), (19)
and
By = Kait, jbr
Kair jir = Wap il ¥jn) — (W Vin [y ¥in ),
Byy = Kair,jp, = Wy ¥in [V, ¥,
By = Kaiy jpr = W i, Wi ),
By = Ky, jb)
Kaiy.jpy = g Wiy Wy i) — (g iy [ ¥y ). (20)

The oscillator strengths are computed at separations corre-
sponding to discrete silicon lattice sites (i.e., to those donor
spacings that would be allowed for active substitutional im-
purities in the Si lattice), and then broadened to produce the
plots shown by convolving with a Lorentzian broadening of
0.1 meV for the energy direction while the distance direction
is interpolated linearly in MATHEMATICA. We have also set
the upper limit for the oscillator strength to be 0.03 (0.01) for
single-valley (multivalley) calculations to highlight the weak
(in linear optics) but interesting low-energy transitions.

III. RESULTS

A. Single-valley calculations
1. Singlet states

We have computed the ground and excited states of the
single-valley Hamiltonian for a donor pair, including the ex-
citation energies and the oscillator strengths for excitations
by light with different polarizations. First, we excluded the
central-cell potential and considered a donor pair oriented
along the [101] direction in the cubic cell ([100] in the fcc
primitive cell). Here the Cartesian axes are along the three
lattice vectors in the cubic cell. If we take the polarization
to lie along one of the Cartesian axes, there are five possible
inequivalent combinations of the valley index and the polar-
ization direction; we show results for the oscillator strength in
two of these cases, where the valley direction has a component
along the interdonor axis and the polarization direction is
either parallel to the valley or perpendicular to both the valley
and the interdonor axis, in Fig. 1 as a function of energy
and donor separation. The first case, where the valley and the
polarization is parallel (x valley with x-polarization or z valley

0.030 30/ mers. o 0.030

0025 25 0.025

9

2 20
0.020 0.020

E (meV)
[

E (meV)
[

0.015 0.015
10}

0.010

0.010 ’
5
0.005 0.005
Ol
5 10 15
0 0

D(nm)

D(nm)

0.030 0.030

0.025 0.025

0.020 =3 0.020

E (meV)

0015 3 0.015

0.010 0.010

0.005 0.005

5 10 15 5 10 15
0 0

D(nm) D(nm)

FIG. 1. The singlet-state oscillator strength of a phosphorus pair
in silicon along the [101] direction within a single valley is shown
as a function of donor distances and excitation energies. (a) x valley
with x polarization of light, (b) x valley with y polarization, (c) x
valley with x polarization with CCC, (d) x valley with y polarization
with CCC (note different scale). The oscillator strength is broadened
as described in the text, while the excitation energies within TDHF
[solutions of Eq. (14)] are shown as the cyan filled squares.

with z polarization) is shown in Fig. 1(a). In this case, the
lowest dipole-allowed excitation converges to the 1s — 2pg
excitation of an isolated donor for large separations. A similar
long-range limit is seen when the valley and polarization axes
are parallel, but now perpendicular to the interdonor axis (not
shown). However, when the valley and polarization axes are
perpendicular [x valley with y polarization, Fig. 1(b)], the
long-range limit of the lowest allowed transition is instead the
ls — 2p. excitation of a single donor. We find the splitting
between the 2py and 2p. states for an isolated P donor is
~3.7 meV, which is in good agreement with experiments [52].
(This is further supported by the calculations including CCC,
Figs. 1(c) and 1(d), discussed below]. A significant number
of excitations that are not optically active can also be seen
(shown as filled cyan squares in both figure panels).

The shorter-range behavior is quite different in Figs. 1(a)
and 1(b). For the case where the light polarization has a
component along the interdonor axis [Fig. 1(a)], we see a
characteristic branch of optically active excitations that drops
down in energy below those of an isolated donor as the
separation drops below approximately 6 nm, reaching a min-
imum of approximately 14 meV. We identify the transitions
with minimum excitation energies as CT states, as shown in
previous work [26]. Their oscillator strength dominates the
spectrum when the polarization and the valley are parallel
(but is much weaker when the polarization and the valley
are perpendicular). There is no signature of the CT state in
the optical response when the polarization is perpendicular to
the interdonor axis [Fig. 1(b)] because now the light cannot
couple to the CT process.
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FIG. 2. The triplet-state oscillator strength of a phosphorus pair
within a single valley along [101] direction is shown as a func-
tion of donor distances and excitation energies. (a) x valley with x
polarization of light, (b) x valley with y polarization, (c) x valley
with x polarization with CCC, (d) x valley with y polarization with
CCC (note different scale). The oscillator strength is broadened as
described in the text, while the excitation energies within TDHF
[solutions of Eq. (14)] relative to the lowest triplet state are shown
as the cyan filled squares.

We also show in Figs. 1(c) and 1(d) how the situation
changes when the CCC is included, for the same valley and
polarization orientations. The primary effect of the CCC is to
lower the energy of the ground state while leaving the others
relatively unaffected, so the main difference in the excitation
spectrum is to raise all the excitation energies. However, the
dip in the CT excitation is now substantially deeper when the
polarization has a component along the dimer axis [Fig. 1(c)]
and produces a minimum optically allowed excitation energy
~30 meV, approximately in agreement with previous findings
[27]. Once again, the lowest (CT) branch dominates the os-
cillator strength in this case, but there is no optical excitation
of this branch when the polarization is perpendicular to the
donor axis [Fig. 1(d)].

2. Triplet states

We have also performed calculations for the triplet ex-
citations within a single valley. We show the results for a
[101] pair in Fig. 2 , for the same combinations of valley
and polarization directions as in Fig. 1. They also converge
to excitations of isolated donors at large separations but have
quite different behavior from the singlet excitations at short
distances, with a collapse in the lowest excitation energy for
separations below ~5nm. A similar behavior is observed
for a pair in the hydrogenic limit [26] and the reason can
be understood by considering the molecular orbitals of the
complex: To form the triplet, a 1s(c*) antibonding state has
to be occupied, but as the separation of the donor cores tends
to zero, this state becomes a 2p state of the He-atom analog
which has a threefold orbital degeneracy. This degeneracy at

0.010 50 0.010

0.008 0.008

0.006 o 0.006
0.004 L s 0.004

0.002 0.002

5 10 15 5 10 15

D(nm) 0 D(nm) 0

FIG. 3. The multivalley singlet-state oscillator strength as a func-
tion of phosphorus distance and excitation energies when donors are
arranged along [101] and [100] directions. (a) [101] pair direction
with x polarization of light and (b) [100] pair direction with light
polarization along donor axis. The oscillator strength is broadened
as described in the text, while the excitation energies within TDHF
[solutions of Eq. (14)] are shown as cyan filled squares.

small separations persists even in the presence of the CCC
[Figs. 2(c) and 2(d)], although the excitation energies are
raised to ~37meV at long range as expected. At midrange
(between 5 and 10 nm), we find the excited states contain a
mixture of s and p orbitals. At long interdonor distances, we
again observe the splitting between 2pg and 2p. transitions,
with the former being excited by light polarized parallel to the
valley and the latter by light perpendicular to the valley.

B. Multivalley calculation
1. Singlet states

We have also performed multivalley calculations of a phos-
phorus pair for the broken-symmetry approximation to the
spin-singlet state using the Hamiltonian (7). For the ground-
state calculations, the imbalance in spin composition of the
wave-function components near the two donors due to the bro-
ken symmetry states starts to emerge at separations ~5 nm and
becomes dominant at ~10 nm, leading to the localization of
the opposite spins on different donors. The oscillator strengths
are shown as a function of donor separation in Figs. 3 (a) and
3(b) for the [101] and [100] pair orientations in the cubic cell,
respectively. We have chosen a light polarization along the
x axis (i.e., having a component along the pair axis). Note
that additional weak optical transitions appear well below the
1s — 2p excitations [Fig. 3(a)]; further examination shows
that these transitions converge to the single-donor 1s4 — lsp
and 1s4 — lsg excitation energies in the long-range limit; for
isolated donors, these transitions are dipole-forbidden but they
are rendered allowed by interdonor interactions. At shorter
distances, these transitions mix with a CT character; analysis
of the corresponding wave functions suggests that these CT
states can be derived within the 1s manifold and are formed
by an electron hopping from the 1s4 7 g state on one donor
to the 1s4 7z on the other. These excitation branches de-
velop splittings at separations below ~10 nm, presumably due
to bonding-antibonding splittings for both pair orientations,
originating from the multivalley effect. Further calculations
with the donors separated along the cubic axis, as shown in
Fig. 3(b), suggest that the crossover between CT and 1s —
2p transitions happens at shorter distance compared with
the single-valley calculations (either with or without CCC),
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FIG. 4. The multivalley triplet-state oscillator strength as a func-
tion of donor distance and excitation energies when donors are
arranged along the [101] and [100] pair directions. (a) [101] and
(b) [100] with x polarization of light. The oscillator strength is broad-
ened as described in the text, while the excitation energies within
TDHF [solutions of Eq. (14) relative to the lowest triplet state are
shown as cyan filled squares].

between 5 and 10 nm. There are three CT-excitation branches:
one crossing the ls — 2p transition and two within the 1s
manifold. We cannot exclude the possibility that there may
be inaccuracies due to the relatively more localized basis set
used for the multivalley calculations. However, we have tested
the basis set carefully in the single-donor limit (see Sec. II)
and it fits all the six 1s manifolds within the current Gaussian
approximation for the CCC; we expect the qualitative features
of our findings to be robust. The complex nature of the CT
excited states at short interdonor distances is due to the in-
teraction between excitons in different valleys; we also note
that there were some qualitative differences found in our pre-
vious work on hydrogenic impurities [26] between the TDHF
methodology and TDDFT and full configuration interaction,
with the anticrossing between the CT and ls — 2p states
not fully developed within TDHF; it is possible that similar
artifacts arising from the TDHF approximation are present in
these calculations.

For the y polarization (not shown here), we cannot excite
the CT states since the polarization has a zero component
along the interdonor axis, just as in the single-valley calcu-
lations. The minimum energy we find here in the multivalley
CT state at short donor distance is ~8 meV, which is well
below the CT excitations identified in the previous exper-
imental findings [27]. However, there is an upper band of
optically active transitions at ~20 meV, which are close
to those observed previously [27]. The oscillator strengths
are smaller than those found in the single-valley calcula-
tions because of the oscillating behavior for the transition
matrix elements arising from intervalley interference, simi-
lar to the oscillation of exchange interactions for donor in
silicon [20].

2. Triplet state

For the triplet sector (Fig. 4 ), we find the optical absorption
now resembles that of the singlet sector more closely than
was the case for single-valley calculations or the previous
hydrogenic simulations [26]. This is because the multivalley
structure now affords more choices of low-energy states for
the electrons and lessens the role of the Pauli principle in
limiting the available configurations for triplets. First, states

0.04 0.06
x (nm)

FIG. 5. The HF wave functions (absolute values) at z = 0 for the
multivalley broken-symmetry state when the interdonor distance is
large (~38.4 nm). The upper one (a) is the wave function for the
ground state in one of the spin channels, while the lower one (b) is
the virtual 2p, state in the same spin channel. Both are localized on
the left donor of the pair. The yellow dot labels the position of other
(right) donor, while the color scale displays the probability density
of the state.

are visible showing the characteristic distance dependence of
a CT state, if the light polarization direction is along [100] or
[001] (i.e., has at least one component along the inter-donor
axis). At small donor distances (<10 nm) we find the CT
excitation energies are lower than the 1s — 2p transitions;
CT transitions are now allowed owing to the extra degrees
of freedom provided by the valleys. The CT excitation en-
ergy is ~10 meV for an interdonor distance of ~4 nm, once
again well below the previous experiments [27]. As shown
in Fig. 4, we can see a few transitions at ~30 meV, in good
agreement with the previous findings [27]. A confirmation of
the CT nature of these triplet transitions is that y-polarized
light (perpendicular to the axis) cannot excite them (not shown
here).

A second important difference from the single-valley cal-
culations is the lack of optically active low-energy excitations
from the triplet ground state as the separation tends to zero.
This is because the nature of the triplet ground state is itself
different: the two electrons can now occupy different valleys,
so it is no longer necessary for them to occupy an antibond-
ing molecular orbital. The other low-energy excitations have
different valley structures and are dark, with the first opti-
cally allowed transition being the various antibonding states
at higher energies. This difference is reflected in the exchange
splitting between the singlet and triplet ground states, which
is much lower at small separations in the multivalley case than
in the single-valley case (see Sec. III B 5).
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FIG. 6. The ground state and dominant HF single-electron wave functions (at z = 0) that are involved in the CT excited state, for the
multivalley singlet state when the donor distance is small (~6.1 nm). The main features of these wave functions are derived either from s
orbitals or 2p, orbitals, which is expected. The left donor is not shown. (a) The ground state on the donor on the right. (b)—(f) the unoccupied

HF orbitals contributing to the CT excited state.

3. Wave functions

We also show the one-electron wave functions for cases
with large (~38.4 nm, Fig. 5) and small (~6.1 nm, Fig. 6 )
interdonor distances along [101]; these were chosen to show
the characteristics of states in the isolated-donor limit and
involved in the CT states, respectively. We plot the absolute
value of the Hartree-Fock single-electron orbitals in each case,
in the x — y plane cut at z = 0. For the large interdonor dis-
tance shown in Fig. 5, we can identify the wave functions (1s,
and 2p) for an isolated donor. For the smaller distance shown
in Fig. 6, we see that the unoccupied HF orbitals contributing
to the excitation share the features of 1s or 2p, orbitals, which
are expected to form the main part of the CT excited state.

We have analyzed the eigenvectors of the TDHF ma-
trices and the corresponding HF virtual orbitals involved
in the CT excited states. We find that most of the dom-
inant electron-hole pairs are formed by a localized spin
on one of donors and a molecular orbital (as shown in
Fig. 6), which will naturally lead to a linear combination
of CT and charge-resonance (CR) states. As an example,
we can write down one of the electron-hole-pair compo-
nents in the CT excited state for a broken-symmetry state
Xa () x) (M
Xun@  xH@
delocalised on both donors), ¢ is a normalization factor, and
i (a) refers to an occupied (virtual) orbital. This determinant
can then be decomposed to [X;‘T(l)xi“i 2)— Xf¢(2)Xﬁ(1)] +
[X;‘T(l)xﬁ(Z) — X;,‘¢ (2))(5(1)]. Inside the first bracket is the
so-called CT or ionic state, while the second one is the
CR state. With the additional valley degrees of freedom, we

as ¢ |, where X = x4 + x® (a molecular state

find that the electron-hole pair can exist in different val-
leys, which can allow the appearance of CT excited states
for the spin triplet without violating the Pauli principle.
For such a triplet state, we can perform a similar wave-
function analysis to obtain [, (1)x/(2) — x4 2)x/4 (D] +
[X?¢(1)X§(2) — Xf¢(2)Xﬁ(1)], which is also a combination
of CT and CR excited states. In both cases, therefore, the CT
excited state is coupled to a CR excited state; the coupling
strength depends on the extension of the wave function or the
donor distance.

4. Statistically averaged oscillator strength

The relative dipole strengths for excitation to the CT states
and the local excited (LE) states depend strongly on the in-
terdonor distance. When the donor distance is smaller than
~5 nm, the oscillator strengths of the CT and LE states are
comparable. By contrast, when the donor distance is larger
than ~10 nm, the CT excitation is 1-2 orders weaker than that
of the LE. The CT states can be found below 20 meV when
the donor distance is smaller than ~5 nm in our calculated
spectra. Based on the above multivalley donor-pair calcula-
tions for both singlet and triplet states, we have performed
an approximate statistical averaging of the oscillator strengths
for a series of donor densities, for a range of densities
where the approximation of well isolated donor pairs is valid
[27]. We have used densities of 5 x 107 /ecm?, 1 x 10'3 /cm?,
2 x 10" /cm?, and 4 x 10'8/cm?3, but without taking a full
average over directions. To do this, we have used the data
presented in Figs. 3 and 4 for individual pairs, and weighted
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FIG. 7. The normalized statistical averages of the singlet (red) and triplet (blue) pair optical spectra for different donor densities along the
[101] (solid) and the [100] (dashed) directions. The optical polarization is along the x axis and the calculations are based on the multivalley
treatment of a donor pair. The chosen donor densities are (a) 5 x 10" /em?, (b) 1 x 10'8/cm?, (c) 2 x 10'8/cm?, and (d) 4 x 10'8 /cm?. As the
densities increase, we can see (i) clearer separation of singlet and triplet excitations in a broad range of frequencies and (ii) the emergence of

low-energy CT states for both singlet and triplet sectors.

the oscillator strengths obtained along the [101] and [100]
directions with the three-dimensional nearest-neighbor distri-
bution function for the corresponding distance from the origin
[26,53]. These calculations assume that there is no defect from
any other direction having the same distance from the donor
at origin. As shown in Fig. 7, for both singlet and triplet
states, as the donor densities increase, the CT excitations
become more dominant over the single-donor 1s — 2p transi-
tions. However, the CT transitions appear in different energy
ranges for the singlet and triplet: for the singlet, the dominant
CT transitions are at 10 — 20 meV, whereas for the triplet,
they are at ~30 meV. From our results, it seems likely that
the experimental observations of CT transitions near 30 meV
in Ref. [27] were in fact of triplet states; we note that at

O\WVA‘V:.\\

Log,[IAE| (meV)]
&

5 10 15
D (nm)

FIG. 8. The logarithmic plot of the exchange splittings
(logio|AE)) for the single-valley (X-valley, red squares) and multi-
valley (blue circles) calculations along the [110] direction are shown.
The exchange splitting for the multivalley case is strongly oscillatory
and much smaller than that for single valley.

the corresponding spacings of 10 nm, the exchange splitting
is significantly smaller than kg7 (of order 0.17 meV in the
experiment) and the thermal state of the pairs before excitation
is therefore a classical mixture of singlets and triplets. For
both directions, we find clear separation between singlet and
triplet excitations over a wide range of frequencies, especially
for the higher densities in Figs. 7(c) and 7(d): In these cases,
we see particularly clear separation between singlet and triplet
spectra at energies near ~10, 20, and 30 meV. This provides
a broad energy window in which optical experiments such as
high-resolution free-electron lasers [54,55] could be used to
tune or interrogate the spin orientations for donor pairs.

5. Exchange interactions

We have also compared the exchange interactions for the
multivalley and single-valley (x valley) cases along the [101]
direction as shown in Fig. 8 by directly taking energy dif-
ferences between the singlet and triplet ground states. This
confirms that the exchange interaction in the multivalley case
is strongly oscillatory (as previously argued on the basis of
ground-state calculations [13]) and shows that, even at its
peak, the multivalley exchange is much smaller than its single-
valley counterpart. This illustrates the advantages of valley
polarization for the suppression of exchange oscillations. At
small separations, this substantial difference arises because
two parallel-spin electrons can occupy boding molecular or-
bitals in different valleys, rather than being forced to occupy
an antibonding orbital in a single valley (see also Sec. III B 2).

IV. CONCLUSION

In this paper, we have combined first-principles band-
structure calculations with quantum-chemistry methodology
to compute the electronic structure, especially the excited
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states, of a phosphorus donor pair in a silicon-lattice envi-
ronment. Within a single-valley approximation, the oscillator
strengths as a function of donor distance show similar fea-
tures to our previous hydrogen-cluster simulations [26]. From
these calculations, we can also find the consistency with the
experimental results for the energy gap between the 2p.
and 2p, excited states. The single-valley calculations also
show strong dependence of the optical spectra on the ori-
entations of the valley and the polarization vector of the
light.

Our multivalley calculations take into account the interval-
ley interaction and CCC, and have been performed for several
different donor axes in a silicon-lattice environment and for
different light electrical-field polarization directions. We find
that both the broken-symmetry and triplet states exhibit a
prominent CT state, located at an excitation energy around
~30 meV at high donor densities. The oscillator strength in
this region is dominated by triplet excitations and the energy
is approximately in agreement with previous experimental
results [27]. Notice that neither our single-valley nor our mul-
tivalley calculations shows a clear crossover of the CT states
to the DT — D™ state at large separations; this is consistent
with the previous results of TDHF calculations for hydrogen
clusters [26]. There we compared TDHF and TDDFT calcu-
lations and found that TDDFT is better for describing this
crossover, possibly because of the more accurate description
of electron correlations in DFT. It is not obvious how to make
a multivalley generalization of DFT or TDDFT; however, this
finding suggests that such generalizations might be useful in
the study of donor clusters. For both the broken-symmetry
and triplet excited states, there are two low-energy branches
of CT states converging at large separations to the energy

differences between 1s, — 1sg and 1s4, — 1s7; this indicates
that at intermediate distances, CT states are formed deriving
entirely from the 1s manifold.

As the energy scale of these excitations is close to that
of exchange interactions, our calculations have pointed to
using optically active CT states to control spin dynamics. Our
statistical averaging calculations also show that the singlet
and triplet CT excited states are relatively well separated in
energy along both lattice directions we studied; this points
to the potential use of optical excitation to control, or read
out, spin states of defect clusters. Compared with the pre-
vious experimental and theoretical results, our calculations
shown optically active regions with CT character at substan-
tially lower energies (typically below 20 meV), which have
only been identified simply as 1s4 and lsy transitions [27].
This shows the importance of including the valley degrees
of freedom for the low-energy CT excitations; this in turn is
closely related to the physics of charge transport in the donor
clusters. Moreover, the algorithm and code we develop here
can be readily adapted to other defects in silicon. Looking
more broadly, our calculations could be further extended to
study shallow donor clusters in other semiconducting hosts
with degenerate conduction band edges, such as germanium,
ZnO, etc.
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