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Subband-enhanced carrier multiplication in graphene nanoribbons
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Carrier multiplication (CM), which generates multiexcitons from a single photon absorption, is advantageous
for increasing the optoelectronic device efficiency. However, CM is intrinsically inefficient in conventional
semiconductors, and enhancing CM has been a long-standing challenge. Here, we propose that multisubbands in
nanostructures can significantly enhance CM by opening up the intersubband CM transitions, which circumvent
the strict restrictions enforced by the energy and momentum conservations. Using real-time time-dependent den-
sity functional theory, we demonstrate the mechanism in graphene nanoribbons as an example of a multisubband
system. The CM mechanism provides a pathway for developing efficient optoelectronic devices.
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I. INTRODUCTION

External perturbations, such as light irradiation and applied
voltage, can excite electrons in materials and it leads to a
series of dynamic processes, such as carrier thermalization,
charge transfer, and recombination [1,2]. The fundamental
processes of the excited carriers are crucial for understanding
the microscopic working principles of electronic and opto-
electronic devices. During the initial stage of the excitation,
the excited carrier undergoes thermalization by carrier-carrier
scattering, wherein the excess energy of the excited carrier
is transferred to a background electron, and carrier-lattice
scattering, whereby the carrier energy is converted to thermal
vibration of the lattice [1–4]. Under certain conditions (dis-
cussed below), the carrier-carrier scattering can excite another
valence electron to the conduction band across the band gap of
a semiconductor, as illustrated in Fig. 1(a). This phenomenon
is called carrier multiplication (CM). The absorption of a
single photon can generate more than one electron-hole pair
via CM. Therefore, this phenomenon enables an increase in
the power conversion efficiencies over the Shockley-Queisser
limit in photovoltaics [5,6]. Moreover, it can also enhance the
responsivity of photodetectors and scintillators [7,8].

In CM, both energy and momentum of the excited electron
(electron 1) are transferred to the valence electron (electron
2), as shown in Fig. 1(a). The total energy and momentum
should be simultaneously conserved in a scattering process.
Thus, CM is only possible when electron 2 is initially in a
specific valence state so that it is excited onto a state in the
conduction band by the transferred energy and momentum.
This condition considerably restricts the CM process in con-
ventional semiconductors [9–11]. For instance, if we consider
single parabolic valence and conduction bands having the
same effective masses, then CM is possible only when the
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excess energy of electron 1 is more than four times higher than
the band gap [12]. In addition, the existence of highly efficient
competing energy loss channels to lattices further reduces the
probability of CM in conventional semiconductors [9].

However, CM can be enhanced in special materials that
are designed by considering the two limiting factors: the
energy-momentum conservation and the carrier-lattice scat-
tering. Quantum dots (QDs) are an example of such systems.
In the QDs, the energy loss to the lattices is significantly
suppressed owing to the large energy spacing between their
quantized levels. The first theoretical concept of CM using the
phonon bottleneck was suggested in 2002 [13,14] and later ex-
perimentally observed in PbSe, PbS, CdSe, InAs, and Si QDs
[15–19]. Another example is graphene. Because graphene has
a peculiar linear band dispersion around the Dirac point, the
energy and momentum conservation can be easily satisfied
leading to efficient CM [9–11,20,21]. However, graphene has
zero band gap, and thus, the electron-hole recombination
occurs quickly, making it difficult to extract and use the gener-
ated excited carriers [11]. The carrier lifetime can be increased
in graphene nanoflakes [22–24] and graphene nanoribbons
(GNRs) [25] via quantum confinement, which opens a band
gap in such zero band gap materials. The graphene nanoflakes
have quantized energy levels, and thus, CM may occur in them
due to phonon bottleneck effects, similar to semiconductor
QDs. In contrast, GNRs are a different class of materials
having one-dimensional (1D) periodic structures. As a result,
they neither possess linear band structures like graphene nor
quantized energy levels like QDs. Thus, it is not clear whether
CM can occur in GNRs.

The theoretical investigation of the excited state dynam-
ics and CM requires two important considerations that are
generally ignored in most static state calculations. First, a
dynamic change in the system induced by ultrafast carrier
dynamics should be considered. In this case, the carrier scat-
tering rates are no longer constant but change with time
[1–4]. Second, the theoretical calculations should include all
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FIG. 1. Schematic diagram of the CM process in (a) single band
and (b) multisubband models. In CM, as shown in (a), both energy
�E 1 and momentum �k1 of the excited electron (electron 1) are
transferred to the electron in the valence band (electron 2), and
electron 2 is excited to the conduction band. In (b), intersubband tran-
sitions increase the number of possible CM processes. We represent
the calculated N (I1) using the color coding in (c) the single band and
(d) the multisubband models. We normalized N (I1) by dividing it by
the maximum value shown in (d). In (b) and (d), we have used the
band structure of 12 AGNR.

competing processes caused by the carrier-carrier and carrier-
lattice scatterings [3,4,26]. For instance, although the CM
rate is high, the CM process becomes inefficient when the
rate of the competing carrier-lattice scattering is even higher
than the CM rate. In this study, we investigated the carrier
dynamics using real-time time-dependent density functional
theory (TDDFT), which considers both the aforementioned
factors, and found that CM indeed occurs in GNRs. As shown
in Fig. 1(b), the multisubbands, which are a distinct feature of
GNRs, play a key role in CM by allowing the intersubband
transitions, thereby increasing the number of CM processes
satisfying the energy and momentum conservations. Further-
more, we observed strongly correlated electron-ion dynamics
in the ultrafast regime, controlled by the electronic structure
of GNRs. This provides a way to control the carrier dynamics
and CM in GNRs by changing the ribbon width and edge type.

II. CALCULATION METHODS

Real-time electron and ion dynamics has been simulated
based on the TDDFT-molecular dynamics (MD) calculation
[27], which was implemented in the code developed based
on the SIESTA program [28–30]. The Troullier-Martins norm-
conserving pseudopotentials [31] and local density-functional
approximation for the exchange-correlation potential [32]

were employed in our calculations. Wave functions were ex-
panded using a localized basis set with double-ζ polarized
orbitals. The real-space grid used in the calculations is equiv-
alent to a plane-wave cutoff energy of 200 Ry. We used
periodic supercells of armchair GNRs (AGNRs) containing
156–192 atoms. �-point sampling was used in the Brillouin
zone integration. In the calculations of the dynamics, we used
a time step of 12.5 attoseconds and applied the Ehrenfest
approximation for ion dynamics, which uses the Newton’s
equation in which the electronic energy is considered as the
ionic potential. These TDDFT-MD calculations can describe
the electron-ion energy exchange, i.e., the transfer of en-
ergy from the excited electron to the ionic kinetic energy by
carrier-lattice scattering. Further, a microcanonical (or NVE)
ensemble was used to measure the effect of the carrier-lattice
scattering. To prepare the input structures of the TDDFT-
MD simulations, we performed electronic ground-state MD
simulations and extracted the equilibrated atomic coordinates
and velocities at room temperature (300 K). The temperature
dependence of CM is also an important factor to be considered
in electronic excited state dynamics, although its effects on
the dynamics is under debate [33,34]. In this work, however,
we focused only on the subband effect, and thus, fixed the
initial ionic temperature to 300 K for all the simulations. To
mimic optical excitation, the electron in the valence band was
excited to the conduction band by changing the band occu-
pations [35,36]. For obtaining statistically unbiased results,
we considered ensembles in the TDDFT-MD simulations,
wherein each one was simulated five times with different
initial atomic coordinates and velocities. All the simulated
ensembles yielded the same qualitative results.

As a wave function evolves in time according to the time-
dependent Kohn-Sham equation [27], it cannot be cast as an
energy eigenstate of the system Hamiltonian. Instead, we can
represent the time-evolved Kohn-Sham wave function |ψi(t )〉
of the ith state using the basis states |φ j (t )〉 at time t using the
following equation:

|ψi(t )〉 =
∑

j

|φ j (t )〉〈φ j (t )|ψi(t )〉 =
∑

j

ai j (t )|φ j〉,

where ai j (t ) = 〈φ j (t )|ψi(t )〉. Here, we used the adia-
batic energy eigenstates |φ j (t )〉 of the system Hamiltonian
Ĥ [{R(t )}, ρ(t )] as the basis states. Because Ĥ [{R(t )}, ρ(t )] is
a functional of the atomic configuration {R(t )} and electron
density ρ(t ), both of which are time-dependent quantities, the
adiabatic energy eigenstates also change with time. Because
|ai j (t )|2 is the probability that a carrier in the ith time-evolved
state is found in the jth adiabatic state, the time-evolved
electron occupation n j (t ) in the the jth adiabatic state can be
calculated by [37–39]

n j (t ) =
∑

i

|ai j (t )|2.

We analyzed the excited carrier dynamics using this time-
dependent electron occupations.

III. RESULTS AND DISCUSSION

We consider electron 1, which undergoes a transition from
the initial state I1 to the final state F 1, as shown in Fig. 1(a).
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Here, the initial wave vector k1
I and energy E1

I change into the
final wave vector k1

F and energy E1
F . We denote the changes

in the wave vector and energy of electron 1 as �k1 = k1
F −k1

I
and �E1 = E1

F −E1
I , respectively. To satisfy the energy and

momentum conservations, the changes in the wave vector,
�k2(= k2

F −k2
I ), and energy, �E2(= E2

F −E2
I ), of electron 2

[see Fig. 1(a)] should fulfill the conditions �E1 + �E2 = 0
and �k1 + �k2 = 0. For the given transition of electron 1,
the number of allowed CM processes, t (I1, F 1), is expressed
as

t (I1, F 1) =
∑
v2

I ,v2
F

∫
dk2

I dk2
F δ(�E1 + �E2)δ(�k1 + �k2).

Here, v2
I and v2

F are the initial valence band and final
conduction band indices, respectively, of electron 2. This is
similar to the joint density of state; however, a change in
the wave vector is included here. Although we assume that
the excited particle is an electron in the conduction band, the
same formula can be applied to an excited hole as well. By
integrating out the final state F 1, the number of the allowed
CM processes for the initial state I1 is given by

N (I1) =
∑
v1

F

∫
dk1

Ft (I1, F 1).

If the matrix elements are nearly same for all the CM
transitions, then the CM rate is proportional to N (I1). Because
N (I1) is determined solely by the band structure of a system,
one can increase or decrease the CM rate by modifying the
band structure.

Figure 1(c) shows the calculated N (I1) for the single band
model [Fig. 1(a)]. In the given energy region |E1

I | < 2.5 eV,
N (I1) is zero or negligible. In the single band, the changes
in the wave vectors and energies of electron 1 and electron
2 (�k1, �k2, �E1 and �E2) are very limited. Therefore,
the transition satisfying both the conditions—�k1 = −�k2

and �E1 = −�E2—is rare in the given band structure. To
enhance N (I1), one can increase the phase space of both (�k1,
�E1) and (�k2, �E2) by introducing subbands into the band
structure, which allow the intersubband transitions as shown
in Fig. 1(b). Figure 1(d) shows the calculated N (I1) for such a
multisubband model. Although N (I1) is still small in the lower
conduction bands and upper valence bands, it is significantly
enhanced in the core subbands. This is because the intersub-
band transitions, as shown in Fig. 1(b), increase the number of
CM processes satisfying the energy and momentum conserva-
tions. N (I1) for the multisubband model exhibits more than a
20-fold increase as compared to that for the single-band model
shown in Fig. 1(c).

AGNRs are good examples of multisubband systems. In
fact, Figs. 1(b) and 1(d) are the band structure of AGNR with
12 dimer lines. Following the previous convention [25,40],
we refer to an AGNR with N dimer lines across the ribbon
width [see Fig. 2(a)] as N AGNR. The band structure of an
AGNR depends on the number of the dimer lines. As the size
of a nanomaterial decreases, its band gap tends to increase
owing to the quantum confinement effect. Additionally, the
AGNR band structure can undergo band-gap modulation with
a periodicity of three dimer lines [25,41]; that is, in the N

FIG. 2. Ball and stick model of (a) the atomic structure of N
AGNR, and the band structures of (b) 11 AGNR, (c) 12 AGNR,
and (d) 13 AGNR. The numbers in (a) and (b)–(d) represent the
dimer lines and subband indices, respectively. Blue and red arrows
in (b) indicate the allowed n-to-n excitation and forbidden n-to-m
excitation, respectively, by the polarized light along the longitudinal
direction of AGNRs.

AGNR, the smallest band gap occurs for N = 3m−1, and
the largest band gap occurs for N = 3m + 1 for the same
positive integer number m. Here, we consider 11, 12, and 13
AGNRs with band gaps of 0.21, 0.60, and 0.87 eV, respec-
tively [see Figs. 2(b)–2(d)]. Recently, tremendous progress
has been made in developing advanced fabrication techniques
to engineer high-quality GNRs, and the existence of the
band-gap modulation effect has been verified in atomically
well-controlled AGNRs [42,43].

Figures 3(a)–3(c) show the complex dielectric functions
(ε2) of the AGNRs. The AGNRs exhibit strong polarization
anisotropy in the optical absorption spectrum, which origi-
nates from the polarization-dependent optical selection rule
[44,45]. In the polarization along the longitudinal direction
of an AGNR, the optical selection rule allows only direct
transition from the valence band to the conduction band with
the same subband indices: As represented in Fig. 2(b), an
excitation from the nth valence band to the nth conduction
band (n-to-n excitation) is allowed; however, an n-to-m ex-
citation (n �= m) is not allowed. Owing to the large joint
density of states around the subband edges at the � point,
the complex dielectric functions also show sharp peaks for
the corresponding n-to-n excitations at the � point. Thus,
by tuning the polarized light frequency to a peak resonance,
one can selectively populate holes at the nth valence-band
edge and electrons at the nth conduction-band edge, thereby
placing the excited carriers on the core subband edge. Notably,
the selective n-to-n excitation leaves other energy levels unoc-
cupied. This is also advantageous for the CM process because
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FIG. 3. Complex dielectric function (ε2) of (a) 11 AGNR,
(b) 12 AGNR, and (c) 13 AGNR excited by polarized light along
the direction parallel to the ribbon width (black) and longitudinal
direction of AGNR (blue). The corresponding n-to-n excitation peaks
are designated by blue lines, and the data below 1.5 eV have been
rescaled by dividing them by factors of 10, 3, and 2 in (a)–(c),
respectively.

the carrier occupations on the lower energy levels reduce CM
via Pauli blocking [10,11].

We considered such an optical n-to-n excitation and
simulated the excited carrier dynamics using TDDFT-MD
calculations. For a reasonable comparison between the three
AGNRs, we focus on the n-to-n excitation around 3.9 eV (see
Fig. 3), which corresponds to the 5-to-5 excitation for 11 and
12 AGNRs and the 6-to-6 excitation for 13 AGNR. Figure 4(a)
shows the excited carrier dynamics in 12 AGNR, represented
by the electron occupations on each energy level at given
times. The electron occupations are calculated by projecting
the time-evolved TDDFT wave functions onto the adiabatic
states at a given time, as described in the calculation method
section. The time evolutions of the electron occupations in the
11 and 13 AGNRs are qualitatively similar to that in the 12
AGNR. The excited electron and hole [denoted by pink and
blue, respectively, in Fig. 4(a)] undergo ultrafast relaxation
during the first several hundred femtoseconds. This is the ther-
malization process, which takes place in the initial stage of the
excitation, as discussed in Refs. [1,2]. During the process, the
electron occupation approaches the Fermi-Dirac distribution
at 3000 K due to the carrier-carrier and carrier-lattice scatter-
ings. Notably, 3000 K is the only electronic temperature; the
ionic temperature is far below this value [see Fig. 4(c)]. The
nonequilibrium condition usually occurs in the excited state

FIG. 4. Time evolution of (a) electron (pink) and hole (blue)
occupation on each energy level, (b) the number of excited carriers,
and (c) the ionic temperature. The green dashed curve in the 300 fs
panel in (a) is the Fermi-Dirac distribution at 3000 K. In (b) and (c),
red, blue, and black curves represent the results of 11, 12, and 13
AGNRs, respectively. In (c), the slopes of the pink and gray dashed
curves are 1.67 and 3.2 K/fs, respectively.

dynamics. The electronic system is still in the thermalization
process at 300 fs; therefore, the electron occupation is slightly
deviated from the Fermi-Dirac distribution. We counted the
total number of excited electrons in the conduction bands
and plotted its time variation in Fig. 4(b). Notably, the total
number of the excited holes in the valence bands is equal to
that of the excited electrons owing to charge neutrality. For
all the AGNRs, the number of the excited carriers increases
during the thermalization, which clearly indicates that CM
occurs in the AGNRs.

Figure 4(b) shows the different behaviors of CM in the AG-
NRs. In 12 and 13 AGNRs, the number of carriers increases to
1.6 until 175 fs, and then it remains nearly constant around the
maximum value. In 11 AGNR, on the other hand, the number
of carriers further increases and finally reaches 2.1 at 250 fs.
The results can be understood in terms of the excess energy
of the excited carrier, which is measured from the band edges,
i.e., conduction band minimum for electrons and valence band
maximum for holes. In the CM process, as shown in Fig. 1(a),
the excess energy of electron 1 should be larger than the band
gap of the system to facilitate the excitation of electron 2 to the
conduction band. The 12 and 13 AGNRs have relatively large
band gaps (0.60 eV for 12 AGNR and 0.87 eV for 13 AGNR),
and thus the initially excited carrier spends considerable en-
ergy in generating another carrier. After the first CM process,
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the excess energy of the carrier is not sufficient to generate
more carriers. In contrast, the 11 AGNR has a relatively small
band gap (0.21 eV); thus, it requires a small energy and the
initial excited carrier can generate more carriers. Our results
shown in Fig. 4(b) clearly reflect the band-gap dependence
of CM.

The band gap is a key physical parameter in understanding
the competition between the different relaxation channels and
in controlling the coupled electron-ion dynamics. Figure 4(c)
shows the time variation of the ionic temperature, which is
a good measure of the carrier-lattice scattering because we
used an NVE ensemble. As shown in Fig. 4(c), the ionic
temperatures increase owing to the energy transfer from the
excited carrier to the lattice by the carrier-lattice scattering.
These ionic temperatures increase to approximately 850 K in
the 11 AGNR and nearly 1050 K in 12 and 13 AGNRs until
300 fs. In the simulation time scale, the systems maintain
their original AGNR structures, with thermal vibration, and
are stable. The slopes of the temperature curves for the three
AGNRs (1.37 K/fs) are similar in the initial stage. However,
they branch at around 150 fs; the slopes increase to 3.2 K/fs
in both 12 and 13 AGNRs, while that in 11 AGNR remains
unchanged. In the initial stage, both the competing processes,
i.e., CM by carrier-carrier scattering and energy transfer by
carrier-lattice scattering, are possible in all the AGNRs, and
the excited carrier energy is distributed to both degrees of
freedom. In 12 and 13 AGNRs, however, the CM relaxation
channel slows down at 150 fs, as discussed earlier, and subse-
quently only the carrier-lattice scattering remains as the sole
relaxation channel. Thus, more energy can be transferred to
the lattice, thereby increasing the slope. In 11 AGNR, on
the other hand, the CM process persists, and the amount of
the transferred energy does not change until 200 fs. Later, the
slope also increases for the same reason. The anticorrelation
between the CM process and energy transfer, which is ruled

by the band gap, provides a way to control the excited state
dynamics in the ultrafast regime.

The band gap also affects the carrier recombination.
The small band gap in 11 AGNR is very close to the
optical phonon energy [46], due to which electron-hole re-
combination can occur via carrier-lattice scattering. As a
result, the number of excited carriers starts decreasing at
250 fs. However, such recombination cannot occur in 12
and 13 AGNRs because of their large band gaps. Thus, the
number of carriers remains unchanged following the CM
process.

IV. SUMMARY

In summary, we have shown that CM occurs in AGNRs
using real-time TDDFT-MD simulations. The key message
here is that subbands can enhance CM as they can circumvent
the strong restriction imposed by the energy and momentum
conservations. This concept for developing smart and efficient
optoelectronic devices may facilitate better understanding of
the previously reported CM experiments, such as the highly
efficient, yet mysterious, CM observed in transition metal
dichalcogenides, whose band structures consist of atomic d
orbitals [47].
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