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Rare-earth nickelates R3+Ni3+O3 (R = Lu-Pr, Y) show a striking metal-insulator transition in their bulk phase
whose temperature can be tuned by the rare-earth radius. These compounds are also the parent phases of the
newly identified infinite layer RNiO2 superconductors. Although intensive theoretical works have been devoted
to understand the origin of the metal-insulator transition in the bulk, there have only been a few studies on the role
of hole and electron doping by rare-earth substitutions in RNiO3 materials. Using first-principles calculations
based on density functional theory (DFT) we study the effect of hole and electron doping in a prototypical
nickelate SmNiO3. We perform calculations without Hubbard-like U potential on Ni 3d levels but with a meta–
generalized gradient approximation better amending self-interaction errors. We find that at low doping, polarons
form with intermediate localized states in the band gap resulting in a semiconducting behavior. At larger doping,
the intermediate states spread more and more in the band gap until they merge either with the valence (hole
doping) or the conduction (electron doping) band, ultimately resulting in a metallic state at 25% of R cation
substitution. These results are reminiscent of experimental data available in the literature and demonstrate that
DFT simulations without any empirical parameter are qualified for studying doping effects in correlated oxides
and exploring the mechanisms underlying the superconducting phase of rare-earth nickelates.
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I. INTRODUCTION

Transition metal oxide perovskites ABO3, with a 3d ele-
ment sitting on the B site, are an important class of materials
that show a vast array of functionalities such as octahedra ro-
tations, ferroelectricity, magnetism, or superconductivity, for
instance [1]. Among these perovskites, rare-earth nickelates
R3+Ni3+O3 (R = Lu-Pr, Y) have attracted a lot of attention
for several reasons [2,3]: (i) they exhibit a tunable metal-
insulator transition as a function of the rare-earth size in their
bulk form, (ii) they were proposed as magnetically induced
ferroelectric compounds [4], and (iii) due to their proximity
with Cu in the periodic table, they have been suggested to
potentially show cupratelike superconductivity [5]. The trig-
gering mechanism of the metal-insulator transition and the
precise electronic structure of the insulating phase have been
established recently [6–11]. They rely on an electronic insta-
bility associated with an unstable 3+ formal oxidation state on
Ni cations that leads to charge and bond disproportionation:
Ni sites split into apparent Ni2+ and Ni4+ cations, resulting
in an alternative expansion/contraction of O6 octahedra, the
so-called breathing distortion [Fig. 1(a)]. The ability of nicke-
lates to undergo disproportionation was moreover shown to be
coupled to the octahedra rotation amplitude [6,7] [Fig. 1(b)],
itself connected to the A-to-B cation size mismatch (i.e.,
Goldschmidt tolerance factor [12]). Although ligand holes
exist in nickelates due to their negative charge transfer nature
[8,13,14], cupratelike superconductivity in these compounds
remained a dream for more than 30 years [5]. It is only in
2019 that superconductivity was finally achieved in nickelates
through an appropriate chemical reduction to an infinite layer
phase RNiO2 and A site cation substitution resulting in hole

doping [15,16]. Although the superconducting temperature
(∼15 K) remains relatively low with respect to that of the
cuprates, this achievement offers an alternative playground to
test our solid state theories of pairing mechanisms in corre-
lated oxide superconductors [17].

The RNiO2 phase has been widely studied theoretically
since the discovery of superconductivity in 2019. However,
there are actually very few studies on doping effects in
the RNiO3 perovskite phase, even though this phase is the
starting point to achieve the infinite-layer superconducting
phase. Electron doping effects through hydrogen insertion
or oxygen vacancies have been studied [18–23], altering the
metal-insulator transition and band gap amplitude, but the
A site cation substitution has been less studied. Hole and
electron doping through Ca or Sr and Th or Ce substitutions,
respectively, have been studied experimentally in bulk and
thin films of NdNiO3 and SmNiO3, revealing a decrease of
the metal-insulator transition temperature for substitutions as
large as 10% [24–26] or a metallic state at doping levels
of 30% [27]. At the theoretical level, electronic calculations
on trends in electronic and structural properties with sub-
stitution of A site cations are missing in the RNiO3 family.
Understanding polaron formation, the evolution of band gaps
and lattice distortions upon doping in the ABO3 phase is
crucial for several reasons: (i) it may provide potential in-
sights in the underlying superconducting RNiO2 phase and/or
(ii) we may benchmark our electronic structure calculations
performed with DFT-no-U for studying doping effects in
the parent RNiO3 phase, to then transpose it to the reduced
superconducting RNiO2 phase. In this regard, previous stud-
ies shown that density functional theory (DFT) calculations
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FIG. 1. (a) Sketch of the orthorhombic Pbnm structure showing the usual bond disproportionation Boc producing a rocksalt pattern of Ni4+

(grey octahedra, NiS) and Ni2+ (blue octahedra, NiL) cations and (b) the a−a−c+ rotation. (c) S-type antiferromagnetic structure used in the
simulations.

involving the meta–generalized gradient approximation meta-
GGA strongly constrained and appropriately normed (SCAN)
[28] functional can successfully address the physics of bulk 3d
transition metal ABO3 compounds [29] without any empirical
U parameter or the doping effects in the cuprates supercon-
ductor La2CuO4 [30,31].

In this paper, we inspect the role of electron and hole dop-
ing through Sm substitution in SmNiO3 with first-principles
calculations based on DFT without empirical U parameter. We
find that at low hole or electron doping content, intermediate
acceptor or donor states form in the band gap, producing a
semiconducting state. Upon increasing the doping content, we
observe that intermediate states spread more and more in the
band gap until they merge with the valence or conduction
band, resulting in a strong decrease of the band gap. This is
further accompanied by a vanishing of the breathing mode
distortion, hinting at the appearance of the metallic phase. Our
DFT-no-U simulations, performed with the recent meta-GGA
SCAN functional better amending self-interaction errors in-
herent to DFT, provide results consistent with experimental
results available in the literature. This validates the use of
the SCAN functional for studying doping effects in ABO3

materials and the underlying mechanisms yielding supercon-
ductivity in correlated oxides.

II. METHOD

Technique. First-principles calculations are performed with
density functional theory (DFT) using the Vienna Ab initio
Simulation Package (VASP) [32,33]. In RNiO3 materials, the
band gap is strongly sensitive to the magnetic order [8] and
since the low-temperature phase usually inherits the physics
of the high temperature paramagnetic state [7], we employed
the complex antiferromagnetic S (S-AFM) order appearing
in the low temperature phase of bulk SmNiO3. It consists of
up-up-down-down spin chains in the (ab) plane with different
stacking along the c axis [4] [see Fig. 1(c)]. No explo-
ration of magnetic orders has been performed and it is left
for possible future studies. The monoclinic P21/n structure
corresponding to a (2

√
2a,

√
2a, 4a) unit cell (16 formula

unit; a is the primitive cubic cell lattice parameter) allowing
for the complex AFM-S order as well as disproportionation
effects is used for all simulations [sketched in Fig. 1(a)].
The cutoff energy is set to 500 eV along with a 3 × 6 × 2
Gamma centered K mesh and the convergence criterion for
the total energy is fixed to 10−4 meV. Self-consistent field
(SCF) cycles are converged until energy difference is lower
than 10−7 eV between consecutive steps. Projected augmented
wave (PAW) potentials [34] without treating explicitly 4f elec-
trons for Sm and p electrons for Ni cations were used in
the simulations. For Ce doping, we have used the Ce PAW
potentials containing 4f electrons. Full geometry optimiza-
tions (atomic positions + lattice parameters) are performed
until forces acting on each atom are lower than 0.05 eV/Å
for bulk and doped compounds. Finally, the amplitude of
lattice distortions appearing in the identified ground states
are extracted using symmetry mode analysis with ISOTROPY

applications [35,36].
Choice of the exchange-correlation functional. While it

is often believed that more complex techniques than DFT
(e.g., dynamical mean field theory) are required to de-
scribe the physics of correlated oxides, we recently showed
that, even without any empirical U potential on Ni 3d
levels, DFT can provide a fine description of the physics
of transition metal oxide ABO3 perovskites [7,29]. This is
possible if one properly includes all degrees of freedom
(symmetry lowering events, charge and spin orders, differ-
ent local motifs) in the simulations. One must also involve
an exchange-correlation functional properly correcting self-
interaction errors inherent to DFT, thus it is necessary to
go beyond standard local density approximation (LDA) or
generalized gradient approximation (GGA) functionals. We
have used the meta-GGA SCAN functional with no U pa-
rameter [28], previously shown to be suited for YNiO3

[29]. DFT simulations have previously revealed the elec-
tronic structure of the insulating phase of nickelates and
enabled a deep understanding of the mechanism producing the
metal-insulator phase transition [7,8,29,37]. Results with the
common PBEsol + U method are provided in Appendix C for
comparison.
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Improvement of SCAN functional over classical LDA or
GGA functionals for the band gap description. The band gap
of a material is a fundamental quantity at the core of several
applications such as catalysis, photovoltaics, or switching of
ferroelectrics [38]. It also quantifies the ability of a compound
to host intermediate states in the band gap. Thus, reproduc-
ing a band gap amplitude with our DFT simulations that
is compatible with experiments is of general relevance. The
fundamental band gap E f

g of a material is defined as the
ground state energies E difference between the N + 1 and
N-1 electronic systems and the N electronic systems, i.e.,
E f

g = E (N + 1) + E (N-1) − 2E (N ). Within the exact Kohn-
Sham theory, the Kahn-Sham band gap EKS

g is given by the
eigenvalues of the conduction band minimum (CBM) and
valence band maximum (VBM), i.e., EKS

g = ECBM − EVBM.
E f

g and EKS
g are not equal and the connection between the two

quantities is related to the exchange-correlation discontinuity
�xc : E f

g = EKS
g + �xc. DFT functionals such as local density

approximation (LDA) or generalized-gradient approximation
(GGA) lack a derivative discontinuity (�xc = 0) and hence
it yields the famous band gap underestimation from DFT
[39]. More sophisticated functionals such as hybrid involve
a derivative discontinuity and thus offer a better description of
band gaps.

Instead, some functionals are implemented within the
generalized Kohn-Sham (gKS) scheme [40], in which the
exchange-correlation potential is orbital dependent and thus
is nonlocal. Within this framework, it was demonstrated by
Perdew et al. that the gKS band gap EgKS

g is equal to the
fundamental gap E f

g (Ref. [41]), despite the possible lack of
a derivative discontinuity �xc. The SCAN functional [28]
falls with the gKS implementation and indeed provides a fair
description of band gaps in cuprates [30,31] and transition
metal perovskite oxides [29] or optical data of cuprates and
nickelates [42]. Thus assessing the ability of SCAN functional
in studying doping effects in oxides is a valuable addition to
the community.

Improvement of SCAN over DFT+U for studying dop-
ing effects. Upon electron or hole doping a transition metal
(TM) oxide perovskite, the formal d electron count varies
and thus there is no guarantee that the U potential acting on
3d elements should be constant for inequivalent TM sites in
the DFT + U method. For instance, electronic properties of
isovalent 3d1 perovskites such as YTiO3 and CaVO3 or 3d1

and 3d2 perovskites such as YTiO3 and YVO3 are properly
reproduced with DFT + U for U a potential of 2.5, 1.25, and
3.5 eV, respectively [7,43,44]. Therefore, the ability to study
doping effects without relying on any empirical parameters
is a significant advance to explore potential polaron forma-
tion/localization of intermediate states in the band gap.

Method to describe doping effects. A site cation substi-
tution is modeled within the (2

√
2a,

√
2 a, 4a) unit cell

(16 formula unit with respect to the primitive cubic cell)
with atomic position obtained using the special quasiran-
dom structure (SQS) method [45] implemented in the ATAT

package [46], which allows us to extract within a given
supercell the configuration maximizing the disorder charac-
teristic of an alloy. The choice of such a supercell is ruled
by several constraints: (i) the cell has to allow structural

TABLE I. Structural properties of our relaxed SmNiO3 ground
state with the SCAN functional. The identified space group is P21/n.
Amplitudes (in Å per formula unit) of lattice distortions are also
reported.

a (Å) b (Å) c (Å) α (°)

5.4039 5.2997 7.5366 90.0305
x/a y/b z/c

Sm 0.0511 0.5121 −0.0250
Ni 0 0 0
Ni 0 0 0.5000
O 0.4831 0.4179 −0.2567
O 0.2963 −0.2161 −0.4566
O 0.7830 −0.2977 −0.4552

Boc (Å/f.u.) a−a−c0 (Å/f.u.) a0a0c+ (Å/f.u.)
0.0885 0.6476 0.4322

distortions such as octahedra rotations or bond dispropor-
tionation; (ii) it has to accommodate the S-AFM order, and
(iii) simulations have to remain feasible since doping breaks
all symmetries, the compound being in a P1 cell for all dop-
ing contents. Hole (electron) doping is achieved by replacing
Sm3+ with Ca2+ (hole doping) or Ce4+ (electron doping) and
within our supercell size, one thus accesses doping contents
by steps of 6.25%. We provide in Appendix A the A site
cation positions corresponding to the different doping content
used in the simulations. Proper simulation of doping effects
requires us to study polaron formation in the material. To that
end, we have used the modified VASP routine to initially force
orbital occupancy of transition metal d states with DFT + U
[47]. Starting from the pristine material, we force the hole(s)
or the electron(s) added to the system to localize on a precise
Ni site in the vicinity of the substituted cations by fixing the eg

level occupancies. Then, we performed a few steps of struc-
tural relaxations without preserving the symmetry of the wave
function before switching off the constraint and let the solver
relax to the ground state with the SCAN-no-U functional.

FIG. 2. Projected density of states (in states/eV/formula unit)
on NiL d (green), NiS d (red), and O p (filled grey) states in the
ground state structure of bulk SmNiO3 using the SCAN exchange-
correlation functional. The 0 energy is set at the valence band
maximum.
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FIG. 3. (a),(b) Projected density of states on NiL d (green), NiS d (red), and O p (filled grey) states in hole (a) and electron (b) doped
SmNiO3 using SCAN functional. (c),(d) Wave function squared maps of electrons associated with the intermediate states observed for 6.25%
hole (c) and electron (d) doped compounds. The 0 energy is set at the valence band maximum.

III. RESULTS

A. SmNiO3 ground state electronic properties

We have first relaxed SmNiO3 bulk material with the
SCAN functional. Consistently with previous DFT studies
[6–8], the monoclinic P21/n cell is stabilized in our simula-
tions. Lattice parameters and atomic positions are reported in
Table I. We also report in Table I the amplitudes associated
with the a−a−c0 and a0a0c+ rotations in Glazer’s notation
[48] and the bond disproportionation distortion Boc extracted
from a symmetry mode analysis with respect to a high sym-
metry Pm-3m cubic cell.

Due to the lack of experimental bulk data (resulting
from difficult in synthesizing the bulk nickelates), we cannot
directly compare our DFT results to experimental data of insu-
lating SmNiO3. To the best of our knowledge, structural data
are only available in the high temperature metallic orthorhom-
bic symmetry [49], but the extracted lattice parameters (a =
5.4328 Å, b = 5.3269 Å, c = 7.5648 Å) or amplitude of oc-
tahedra rotations (0.4546 Å/f.u. and 0.6608 Å/f.u. for the
a−a−c0 and a0a0c+ rotations, respectively) are compatible
with our DFT parameters. The stabilization of the monoclinic
phase P21/n phase at low temperature is established in many
other nickelates such as NdNiO3 [50] or YNiO3 [49] and is
associated with a sizable breathing mode Boc (see Table I)
that splits the Ni cations into two inequivalent cations in the
unit cell. Consequently, we identify a NiL cation that sits in
large O6 octahedra and bears a magnetic moment larger than
1 (μNiL = 1.34 μB) while the other NiS cation is at the center
of a compressed O6 octahedra and has no magnetic moment.
This is compatible with the disproportionation of Ni3+ cations
to Ni2+

L (t6
2ge2

g) and Ni4+
S (t6

2ge0
g) cations, which are located

in large (NiL) and compressed (NiS) octahedra, respectively.

This results in a rocksalt pattern of 2 + /4+ cations [see
Fig. 1(a)].

As inferred by the density of states projected on all O p
states as well as on NiL and NiS d states reported in Fig. 2, the
SCAN functional yields an insulating ground state with a band
gap Eg of 0.90 eV. This is consistent with the insulating char-
acter of bulk SmNiO3 [51] and with the experimental optical
band gap estimated around 0.5 eV in Ref. [20] for SmNiO3
thin films grown on LaALO3, although strain may reduce the
band gap amplitude [2,52]. The band gap is formed between
a “split-off” occupied band of mainly hybridized Ni2+

L eg

and O p states and unoccupied Ni4+
S eg states and O p states

(Fig. 2). The situation is consistent with resonant inelastic
x-ray spectroscopy measurements in NdNiO3 [13] showing
the existence of ligand holes in the materials, i.e., unoccupied
O p states. It follows that hole doping might preferably—if
possible—localize (form) a polaron (an acceptor state) with a
Ni2+

L character, while electron doping might preferably local-
ize (form) a polaron (a donor state) having a Ni4+

S character.

B. Ability to form polarons and localized states in the band gap

We now turn our attention to polaron formation upon hole
and electron doping in SmNiO3. We have first substituted one
Sm3+ cation by a Ca2+ or Ce4+ cation, yielding a hole or
electron doping level of 6.25%, respectively. The extra hole
or electron is initially located to a precise Ni cation in the
vicinity of the Ca/Ce introduced in the material, by forcing
orbital occupancies. In order to avoid any assumption on the
localization of the polaron, we have performed the test on the
two types of Ni cations (i.e., either NiL or NiS) in the material
for both electron and hole doping. We find that a polaron is
stabilized in our ground states producing a localized interme-
diate state in the band gap located at δE = 0.10 eV above the
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FIG. 4. Trends in (a) magnetic moment asymmetry of Ni cations
(in μB) and (b) breathing distortion (in Å) as a function of the doping
content (in %).

top of the valence band (i.e., an acceptor state) for hole doping
or a localized intermediate state at δE = 0.14 eV below the
bottom of the conduction band for electron doping, as shown
in Figs. 3(a) and 3(b). At the same time, the material still
develops a rather large gap Eg of 0.60 and 0.66 eV between
the top of the valence and the bottom of the conduction band
for hole and electron doping, respectively.

The polaron stabilization can be appreciated by the partial
charge density maps associated with the intermediate states
observed for hole and electron doping [Figs. 3(c) and 3(d)].
In both cases, we get that the polaron has an eg symmetry and
the added hole or electron is located in a d2

y and d2
x orbital,

respectively. As one may have anticipated, a polaron for hole
(electron) doping is formed only on Ni2+

L (Ni4+
S ) sites in our

DFT simulations. An initially nudged hole (electron) on a
NiS (NiL) cation is not stable and the solution goes back to a
band theory solution with no polaron stabilized. As suggested
by the density of states, some tails do exist on neighboring

Ni sites but with a negligible contribution for both hole and
electron doping. The localization of holes and electrons in d2

x
or d2

y orbitals is accompanied by a Jahn-Teller-like motion that
accommodates the “orbital shape” of the spin-polarized singly
occupied “eg-like” state, with an asymmetry of NiL-O (NiS-O)
bond length in the (ab) plane of 2.00/1.92 Å for hole (electron)
doping.

The modification of the electronic structure upon doping is
confirmed by the computed magnetic moments. Through hole
(electron) doping, the NiL (NiS) cation holding the polaron
now exhibits a magnetic moment of 0.87 μB (1.04 μB) with
SCAN functional, compatible with a 3+ formal oxidation
state, i.e., in a nondisproportionated state. At the same time,
the modification of Ni magnetic moments induces an asym-
metry of the spin-polarized potential experienced by each NiS

and NiL element. It results in small variations of the surround-
ing spins amplitude, either on the NiS or NiL cation, with the
magnetic moment of NiS cations not necessarily being exactly
zero. We note that by looking at sphere integrated charges at
the different Ni sites, we do not observe significant deviation
of the total Ni d occupancies between doped and undoped
materials—the largest difference of 0.08 electron is reached
for the NiL or NiS site holding the polaron. This fact comes
from a charge self-regulation mechanism [53] in which the
electronic density around transition metals reorganizes itself
in order to preserve the total number of d electrons on the TM
(i.e., eight electrons for Ni cations).

C. Trends in hole and electron doping

Having established the ability of polaron formation, we
have next performed a systematic study of electronic and
structural properties upon hole and electron doping up to 25%.
We report in Appendix B the key structural parameters of
the optimized structures, that as we expected all adopt a P1

FIG. 5. Projected density of states (states/eV/f.u.) on O p states (filled grey), NiL d (green line), and NiS d (red line) as a function of hole
(left panel) and electron (right) doping content. The 0 energy is set to the Fermi level EF at 0 K, thus at the top of valence band for hole doping
and top of donor states for electron doping.
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FIG. 6. Potential energy surface (in meV/f.u.) as a function of a
breathing mode amplitude (in fractional units) condensed in a high
symmetry cubic cell as function of doping content. An amplitude
of 1 corresponds to the amplitude appearing in the pristine material
ground state.

symmetry. Because disproportionation effects are responsi-
ble for the metal to insulator transition (MIT) in rare-earth
nickelates [6,7,11,14], we first focus on the asymmetry of
magnetic moments between NiL and NiS sites—associated
with the formal oxidation state disproportionation in the bulk
MIT—and on the amplitude of the breathing mode distortion
Boc—associated with the resulting bond disproportionation.
Trends upon doping are reported in Fig. 4. The asymmetry
of the magnetic moment between the two Ni cations existing
in the pristine compound diminishes upon hole and elec-
tron doping, indicating a loss of charge disproportionation
[Figs. 4(a) and 4(b)]. This is confirmed by the dependence
of the breathing mode Boc amplitude upon doping reported
in Figs. 4(c) and 4(d) that follows a similar trend. Never-
theless, an unexpected feature for the electron doping should
be highlighted: while the disproportionation totally vanishes
at 25% of hole doping, it seems to slightly strengthen again
at 25% for electron doping. As inferred by the lattice mode
amplitude presented in Appendix B, we observe that the oc-
tahedra rotations strengthen a bit at 25% of electron doping.
Due to the coupling of the breathing mode Boc with these
rotations [6]—large rotations favor the appearance of Boc in
bulk nickelates—this can explain the slight increase of the
breathing mode we observe here. Nevertheless, the bulk “up-
0-down-0” spin chains are suppressed by the 25% electron
doping, whereas the “up-0-down-0” spin chains are less af-
fected by the presence of hole doping, and we cannot rule out
the possibility that the loss of the magnetic order affects the
stabilization of Boc. More complex magnetic solutions such as
paramagnetism may be required to study such doping content.

To gain insight into the electronic properties, we report in
Fig. 5 the density of states projected on O p as well as on NiL

and NiS d states for increasing doping levels. We observe that
the intermediate localized states spread more and more inside
the gap as the substitution of cation A increases until they
merge with the initial valence/conduction band, ultimately
resulting in metallic states at 25% of Sm site substitutions
with Ca or Ce. Nevertheless, there is a slight difference be-

tween hole and electron doping: hole doping likely results in
a semiconducting state at 18.75% with a band gap of 0.15 eV,
while electron doping already yields a metal. Finally at 25%
of electron doping, we do not have any gap in the compound
as shown by the projected density of states, and thus the
breathing mode distortion estimated in this case may not be
associated with the breathing mode resulting in the insulating
state in the bulk compound. Similar results are observed with
the PBEsol + U functional (see Appendix C).

D. Role of electron and hole doping on the electronic instability
yielding disproportionation effect and the insulating

phase of nickelates

As it is now accepted in the community [6,7,11,14,29],
the breathing mode distortion Boc is connected to the
metal-insulator transition in bulk nickelates. This mode is
associated with an electronic instability of the Ni +3 formal
oxidation state in the bulk nickelates that will to dispropor-
tionate to more stable 2+ and 4+ formal oxidation state.
This electronic instability can be observed by plotting the
potential energy surface as a function of the breathing mode
Boc starting from a high symmetry cubic cell with the AFM-S
order (Fig. 6). In the undoped material, we observe a single
well potential whose energy minimum is located at a nonzero
amplitude of Boc. This indicates an electronic instability yield-
ing the disproportionation effects, with a NiL ion bearing a
magnetic moment larger than one, while the NiS cation bears
no magnetic moment (see Fig. 6, filled black circles). We have
then checked the precise role of electron and hole doping
in SmNiO3 on this electronic instability by recomputing the
potential energy surface. Unfortunately, due to the absence of
octahedra rotations that usually help in localizing electrons in
perovskites and the absence of a structural relaxation for local-
izing a polaron—as we did while seeking for the ground state,
but we want here to access the sole Boc mode contribution—
we could not stabilize solutions for doping contents higher
than 6.25% with the SCAN functional. We can nevertheless
observe that, upon hole or electron doping (Fig. 6), the energy
gain associated with the Boc mode decreases with respect
to the pristine material and the minimum is now located to
lower values of Boc for hole doping. Thus, it confirms that
doping tends to progressively remove the electronic instability
associated with the MIT—charge and bond disproportionation
effects—and that from pure electronic effects, hole doping
suppresses the disproportionation instability—and thus the
MIT—more rapidly than electron doping.

IV. DISCUSSION

At low doping content (6.25%), DFT simulations per-
formed with the SCAN functional predicts an insulating
character, in agreement with experimental results for both
hole and electron doping in RNiO3 [24–26]. At larger doping
content, we observe a gap closure with an asymmetry for
electron and hole doping content, again compatible with the
experimental results of Garcia-Muñoz et al. [24] and Xiang
et al. [25]. Nevertheless, these experimental works reveal (i) a
gap closure at lower doping and that (ii) electron doping has a
weaker effect on the closure of the MIT than hole doping. Our
DFT work predicts a slightly different picture with a higher
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TABLE II. Atomic positions of the Sm cations in the supercell.

x/a y/b z/c x/a y/b z/c

Sm (1) 0.00 0.00 0.00 Sm (9) 0.25 0.50 0.00
Sm (2) 0.00 0.00 0.50 Sm (10 0.25 0.50 0.50
Sm (3) 0.50 0.00 0.00 Sm (11) 0.75 0.50 0.00
Sm (4) 0.50 0.00 0.50 Sm (12) 0.75 0.50 0.50
Sm (5) 0.50 0.00 0.25 Sm (13) 0.25 0.50 0.25
Sm (6) 0.50 0.00 0.75 Sm (14) 0.25 0.50 0.75
Sm (7) 0.00 0.00 0.25 Sm (15) 0.75 0.50 0.25
Sm (8) 0.00 0.00 0.75 Sm (16) 0.75 0.50 0.75

critical value for doping content before reaching the metallic
state (up to 18.75%), and a higher hole carrier concentration
with respect to electron carrier concentration before reaching
a metal. These discrepancies might have several origins: (i)
Xiang et al. [25] studied Ca doping in SmNiO3 but in thin
films, and we cannot rule out the possibility that strain affects
the metal-insulator transition upon doping [54]; (ii) Garcia-
Muñoz et al. [24] examined bulk materials but with alternative
cations (Nd instead of Sm, Th instead of Ce) and steric effects
may alter the critical values in the spirit of the MIT tempera-
ture in bulk RNiO3; (iii) we have not modeled paramagnetism
in our DFT simulations, although we expect that the low
temperature, spin-ordered phase inherits the physics of the
PM phase [7,29]; and (iv) one might use larger supercells in
our DFT calculations in order to represent a more possible
local motif for Ni cations (see Appendix A). Nevertheless, our
results regarding the potential energy surfaces associated with
the breathing distortion with doping suggest that hole doping
suppresses the MIT more rapidly than electron doping. This
is in agreement with the indirect experimental determination
of the intrinsic electronic contribution to the MIT of Garcia-
Muñoz et al. [24] —authors artificially removed the steric
effect contribution to the MIT.

V. CONCLUSION

In conclusion, using DFT calculations, we simulated the
effect of hole and electron doping in bulk SmNiO3 by substi-
tuting Sm3+ by Ca2+ and Ce4+, respectively, and studied the
polaron formation. In particular, we showed that DFT, without
any U parameter but with a functional better amending the
self-interaction error inherent to DFT and capturing the band

TABLE III. Atomic positions of substituted Sm cations in the
supercell for simulating the doping effects.

Doping content Atoms x/a y/b z/c

Ca/Ce (1) 0.250 0.500 0.250
12.5%

Ca/Ce (2) 0.500 0.000 0.750
Ca/Ce (1) 0.500 0.000 0.000
Ca/Ce (2) 0.750 0.500 0.000

18.75%
Ca/Ce(3) 0.00 0.000 0.250
Ca/Ce (1) 0.750 0.500 0.000
Ca/Ce (2) 0.000 0.000 0.000

25%
Ca/Ce(3) 0.250 0.500 0.250
Ca/Ce(4) 0.500 0.000 0.750

FIG. 7. Percent of Ni cations having 0–8 Ca/Ce neighbors for the
different doping content.

gap of the pristine material, produces a polaronic state in the
band gap at low doping. This results in acceptor (hole doping)
or donor (electron doping) states and a semiconducting be-
havior at moderate doping concentrations. As both hole and
electron doping increases, the gap decreases and the bond
disproportionation vanishes, until reaching a metallic state
at large doping concentrations. Our results are globally in
line with experimental reports for both bulk and thin films,
which validates the use of DFT and of the meta-GGA SCAN
functional in capturing doping effects in RNiO3 materials.
Therefore, these results validate the study of these compounds
in the form of thin films by using DFT without U parameter
and even extend the study to superconducting infinite-layer
nickelates [55].

Data are available upon reasonable request to the authors.
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FIG. 8. Projected density of states (in states/eV/formula unit) on
NiL d (green), NiS d (red), and O p (filled grey) states in the ground
state structure of bulk SmNiO3 using the PBEsol + U exchange cor-
relation functional. The 0 energy is set at the valence band maximum.
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TABLE IV. Structural parameters of hole doped nickelates.

% doping a (Å) b (Å) c (Å) α(◦) β(◦) γ (◦) Boc (Å) a−a−c0 (Å) a0a0c+ (Å)

6.25 5.4040 5.2860 7.5150 90.0190 90.0700 89.7060 0.0740 0.6290 0.4500
12.5 5.3940 5.2980 7.4790 90.1230 89.9680 89.8960 0.0610 0.6270 0.4350
18.7 5.3870 5.3020 7.4520 90.1400 89.9960 90.2820 0.0560 0.6240 0.4300
25 5.3650 5.2940 7.4400 90.0180 90.0360 89.9420 0.0050 0.5970 0.4260

APPENDIX A: A SITE CATION POSITIONS
IN THE SUPERCELL

We report in Table II the A site cation positions in the 16
formula units (f.u.) supercell tested in our simulations.
For simplicity, these are provided in an undistorted supercell
corresponding to a (2

√
2a,

√
2a, 4a) cubic cell and A site

cations are located at the corner of the primitive cubic cell.
For the 6.25% doping content, we simply substitute one

Sm cation by a Ca or a Ce atom. We report in Table III the
position of substituted atoms for 12.5%, 18.75%, and 25% of
doping content.

We report in Fig. 7 the number of Ca/Ce cations in the
vicinity of Ni cations in the doped materials, that can vary
from 0 to 8. This reflects the occurrence of each local motif
for Ni cations. While we should observe a distribution with
a mode roughly centered on the percent of atom substituted
times the number of neighbors for a perfectly disordered
material (i.e., we expect that each Ni cation has 2 and 1
Ca/Ce atom in average in their vicinity for 25% and 12.5%
of doping content, respectively), we see that our distributions
of Ni motifs are reminiscent of these values, with peaked dis-
tributions between 0 and 1 for 6.25%, 1 at 12.5%, and around
2 for 25% of doping content. Nevertheless, these distributions
may be improved, notably at low doping content, by using
larger supercells that would allow more local motifs for the
Ni cations.

APPENDIX B: OPTIMIZED PARAMETERS OF THE
DOPED MATERIALS

We report in Tables IV and V the optimized lattice param-
eters of our hole and electron doped materials, respectively, as
well as the amplitude associated with the octahedra rotations
(a−a−c0 and a0a0c+) and breathing mode distortion Boc. In all
cases, the space group is found to be P1 (no symmetry at all).

APPENDIX C: DOPING EFFECTS IN SmNiO3 WITH THE
PBEsol + U FUNCTIONAL

Along with the SCAN functional, we have also performed
DFT simulations with the PBEsol [56] + U [57] functional
with U = 2 eV as in Ref. [8]. Regarding the bulk properties,
we end up with very similar results to the SCAN functional
at the exception that the band gap is found smaller (Eg =
0.54 eV) as shown by Fig. 8.

We report in Fig. 9 the projected density of states upon
hole and electron doping in SmNiO3 using the PBEsol + U
functional. Results are similar to the SCAN functional, al-
though the estimated gaps upon doping are smaller than
the SCAN gaps, a situation similar to the results ob-
tained for the bulk material. A semiconducting state is
still obtained up to 18.75% (12.5%) of hole (electron)
doping.

TABLE V. Structural parameters of electron doped nickelates.

% doping a (Å) b (Å) c (Å) α(◦) β(◦) γ (◦) Boc (Å) a−a−c0 (Å) a0a0c+ (Å)

6.25 5.4280 5.2890 7.5390 90.0320 89.9690 89.8630 0.0760 0.6580 0.4660
12.5 5.4620 5.2770 7.5420 90.1080 89.9660 90.2450 0.0680 0.6730 0.4910
18.7 5.4570 5.2720 7.5690 90.1340 89.9230 90.0100 0.0260 0.6850 0.4920
25 5.5380 5.2600 7.5220 89.9900 90.0870 89.9270 0.0380 0.7070 0.5400
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FIG. 9. Projected density of states (states/eV/f.u.) on O p states (filled grey), NiL d (green line), and NiS d (red line) as a function of hole
(left panel) and electron (right) doping content. The 0 energy is set at the top of valence bands for both doping.
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