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Nuclear quantum effects on the quasiparticle properties of the chloride anion aqueous solution
within the GW approximation
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Photoelectron spectroscopy experiments in ionic solutions reveal important electronic structure information, in
which the interaction between hydrated ions and water solvent can be inferred. Based on many-body perturbation
theory with GW approximation, we theoretically compute the quasiparticle electronic structure of chloride anion
solution, which is modeled by path-integral ab init io molecular dynamics simulation by taking account the
nuclear quantum effects (NQEs). The electronic levels of hydrated anion as well as water are determined and
compared with the recent experimental photoelectron spectra. It is found that NQEs improve the agreement
between theoretical prediction and experiment because NQEs effectively weaken the hybridization of the
between the Cl− anion and water. Our study indicates that NQEs plays a small but non-negligible role in
predicting the electronic structure of the aqueous solvation of ions of the Hofmeister series.
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I. INTRODUCTION

Ionic solutions are ubiquitous in nature. Among them, the
solvated hydrated chloride (Cl−) anions play an important role
in numerous biochemical [1], chemical [2–4], and geological
processes [5]. For example, the Cl− anion, as a member of the
Hofmeister series of ions, impacts the solubility of proteins in
water [6–8]. As another example, Cl− ion channels have im-
portant functionalities in the cell membrane, which allow for
the passage of ions from one side of the membrane to the other
[9,10]. Not surprisingly, the precise picture of the interaction
between hydrated Cl− and the hydrogen bond network of
liquid water continues to be at the center of scientific interest,
by joint efforts from both theory and experiment [11–16].

The arrangement of water molecules surrounding the hy-
drated Cl− ions can be directly detected by neutron scattering
or x-ray diffraction [11,17–19] as well as x-ray absorption
[20,21] experiments. Complementary to the scattering exper-
iments, the photoelectron spectroscopy (PES) has recently
emerged as an important experimental technique [10,22–
25], in which the electronic structure of aqueous solution
is probed. During the process of PES, a valence electron is
excited into the vacuum by absorbing energy of an incident
photon. Based on the difference between the excitation photon
energy and the kinetic energy of the emitted electron, the elec-
tron binding energies of both solvent and solvated ions can be
determined. In a recent PES experiment by using the advanced
microjet technique [10], it was revealed that the valence 3p
band of the solvated Cl− anion is about 1.71 eV above the
H2O 1b1 band. The energetics of the solvated Cl− relative to
those of liquid water provides an important information on the
ion-water interactions in terms of electronic structure.
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The electronic structure of ionic solutions can also be pre-
dicted by first-principles calculations, in which both accurate
modeling of electronic structure and the solvation structure
are required. Density functional theory (DFT) has been con-
ventionally applied to compute the ionization energies in
aqueous solutions due to its low computational cost. However,
the electronic structure predicted by DFT overestimates the
charge transfer [26,27], which also tends to overestimate the
anion and water interactions. Therefore, the predicted ener-
getics of hydrated Cl− anion was found to be lower than
the experimental measurements as a general trend [10,28–
30]. The above predicted energetics of hydrated Cl− can be
improved if hybrid DFT was used instead of the semilocal
exchange-correlation (XC) approximations [10,28–30]. On
the other hand, DFT as implemented in its current formal-
ism [26,27], is a ground state theory; the PES experiments
however involve single-particle excitations. Therefore, its the-
oretical modeling demands the electronic excitation theory,
in which the electronic screening on the quasiparticle should
be properly treated [10,31–34]. Very recently, the many-body
perturbation theory such as the GW approximation has been
successfully applied in the ionic solutions [10], which yields
largely improved energetics for both liquid water and solvated
ions in water.

As far as the modeling of solvation structure is concerned,
ab initio molecular dynamics (AIMD) [35,36] simulation has
provided an ideal theoretical scheme, in which the forces
are computed from the electronic ground state determined
by DFT without any empirical input [37,38]. However, DFT
faces its own challenges. The widely adopted XC functional
based on general gradient approximation (GGA) [39] in-
herits the self-interaction error and misses the long-range
van der Waals (vdW) interaction [26,27,40]. As a result, the
liquid structure predicted by GGA-AIMD significantly over-
estimated the liquid structure [28–30,41]. Not surprisingly, the
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overestimated anion-water interaction again leads to an un-
derestimated energetic of Cl− anion relative to the solvent as
previously reported in literatures [28–30,42–44]. Therefore,
because of the delicate nature of hydrogen bond (H-bond),
the prediction of the aqueous solutions needs a higher level of
XC functionals than most of ordinary materials. By mixing a
fraction of exact exchange, the vdW inclusive hybrid XC has
been shown to soften the liquid structure [43,45]. Based on the
obtained solvation structures [10,29,44], the underestimated
energetic of Cl− anion was found to be largely corrected
[10]. Furthermore, the hydrogen is the lightest atom, whose
nuclear quantum effects (NQEs) cannot be neglected. Under
the NQEs, an approximately broadening effect has been re-
ported by the delocalized protons, which slightly softens the
water structure [46–50]. However, a more important effect has
been reported recently [51] on the Cl− solvation structure.
Due to the competing NQEs between water-water H-bond
and anion-water H-bond, more water molecules, particularly
nonbonded water, enter the Cl− solvation shell. The perturbed
solvation structure under NQEs is expected to nontrivially
change the local electronic structure. However, such studies
remain elusive so far.

In this work, we study the NQEs on the electronic structure
of solvated chloride anion in water. The equilibrated liquid
structure of Cl− ionic solution is generated by the Feyn-
man path-integral ab initio molecular dynamics (PI-AIMD)
simulation based on the strongly constrained and appropri-
ately normed (SCAN) meta-GGA XC approximation [52].
With the obtained equilibrated structure, we then compute
the quasiparticle energy levels of ionic solutions based on
GW approximation [53]. In the above, the static limit and
frequency dependence on self-energies are both considered
by the static-COHSEX and generalized plasmon pole (GPP)
models [32,54], respectively. For comparison, the electronic
structure calculations are carried out at the PBE-DFT and
SCAN-DFT levels as well. Under the NQEs effect, the av-
erage distance between anion and water is slightly increased,
which increases coordination number particular by the non-
bonded water molecules [51]. Because of the weaker H-bond
between anion and water molecular, the hybridization be-
tween Cl− 3p and oxygen 2p orbital becomes less strong
compared with those in classic AIMD simulations. Therefore,
the energy separation between Cl− level and water band struc-
ture is further increased by 0.40 eV toward the experimental
direction. Our work shows that the NQEs on solvation struc-
ture of anions lead to a small but non-negligible effect on the
electronic levels of the hydrated ions.

II. METHODS

We simulated a 0.87 M aqueous solution of Cl− anion
using AIMD and PI-AIMD with the SCAN XC functional.
We used the simulation trajectory which was reported in
Ref. [51]. We will briefly explain the simulation details here.
All the AIMD and PI-AIMD simulations were performed in
the NV T ensemble at T = 300 K with a periodic boundary
condition. The cubic cell size is 12.42 Å. One Cl− anion and
63 H2O water molecules were included. All first-principles
molecular dynamics simulations used the Born-Oppenheimer
approximation. The potential energy surface used in both

PI-AIMD and AIMD simulations were based on the SCAN
[52] XC functional. The time step for the equation of motion
was set to 0.48 fs for both AIMD and PI-AIMD simulations.
Total trajectories of ∼40 and ∼15 ps were collected after a 5
ps equilibrium for AIMD and PI-AIMD simulations, respec-
tively. All the AIMD and PI-AIMD simulations are carried
out using Quantum ESPRESSO [55] and i-PI [56] packages.
The G0W0 calculations for the energy levels were performed
in the static limit (COHSEX) and the GPP levels [32] on
top of a PBE ground state, where the solvent structure was
obtained from either AIMD or PI-AIMD. To compensate the
limited number of snapshots used in the G0W0 calculations,
we furthermore computed the energy levels at the DFT level
with more snapshots. Our G0W0 calculations and DFT calcu-
lations were done with the BerkeleyGW [32,54] package and
Quantum ESPRESSO [55], respectively. The details of the
MD simulation, the GW calculation, and the DFT calculation
can be found in the Supplemental Material [57].

III. RESULTS AND DISCUSSIONS

As shown in Fig. 1(a), we present the computed quasipar-
ticle density of states (qDOS) by GPP-G0W0 for the valence
electrons in Cl− solution based on equilibrated configurations
from both AIMD and PI-AIMD simulations. For comparison,
the spectrum obtained in the PES experiment in NaCl solution
is also shown in Fig. 1(a), which is aligned with the theoretical
predictions at the peak position of electronic states with 1b1

character.
In Fig. 1(a), it can be seen that the overall qDOS in

solution is mainly determined by the characteristics of elec-
tronic states in water. As a function of increased energies,
the four main features in qDOS are associated with 1b1, 3a1,
1b2, and 2a1 orbital symmetries centered at 11.31, 13.78,
17.41, and 30.90 eV in experimental data, respectively. The
qDOS computed from ionic solutions generated by classical
AIMD simulations predicts rather sharp features compared
with the experiment [51]. By including the NQEs, the above
discrepancy is largely corrected by using configurations ob-
tained from PI-AIMD simulations as shown in Fig. 1(a). The
quantum nuclei can probe the extended configuration space
inaccessible to classical nuclei. Therefore, the protons are
significantly more delocalized in both along and normal to
the H-bond compared with classical ones [48]. The proton
delocalization in turn produces the observed broadening effect
in qDOS, which improves the agreement between experiment
and theory in Fig. 1(a) [34]. Moreover, comparing qDOS by
AIMD and that by PI-AIMD, much larger broadening effects
can be identified on the 1b2 and 2a1 orbitals than those on
the 1b1 and 3a1 electrons. This is not surprising. The bonding
pair electrons are mainly comprised of 1b2 and 2a1 states
[58], therefore, they are more affected by the quantum nuclei.
On the other hand, the lone pair electrons, that are mainly
constructed by 1b1 and 3a1 orbitals [58], are located in the
vicinity of the oxygen atom. As a result, they are much less
affected by proton displacement under NQEs.

We next focus on the energy levels of solvated Cl− anion.
To this end, we carry out the partial projections of qDOS
onto the Cl− anion for both AIMD and PI-AIMD as shown
in Fig. 1(b). For comparison, the experimentally determined
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FIG. 1. The electronic qDOS (a) and Cl− anion-projected qDOS (b) from AIMD (blue) and PI-AIMD (red) trajectories calculated using
GW approximation at the GPP level. Experimental data (black circles) are taken from Ref. [10]. The peaks are the qDOS projected onto the
Cl− anion orbitals. Note that the experimental position of the qDOS projected onto the Cl− anion orbital the projected qDOS (Exp.) is extracted
from Ref. [10] using the spectral difference between ionic solution and neat water in PES experiments. The Cl− anion-projected qDOS (3s
and 3p orbitals) have been multiplied by a factor of 5 to be more visible. Both AIMD and PI-AIMD spectra are aligned at H2O (1b1) peak of
the experimental data. All three qDOS spectra are normalized by using the peak area. The qDOS and projected qDOS for Cl− are averaged
over 16 structures of the solvent structure (16 independent structures for AIMD, 16 independent structures from 2 snapshots with 8 beads for
PI-AIMD).

Cl− 3p state is also presented in Fig. 1(b), which is extracted
[10] by using the spectral difference between ionic solution
and neat water in PES experiments. The energy difference
�Ep between the 3p state of the hydrated Cl− and the 1b1

states of the water has been conveniently used as a signature
of the interaction strength between the solute and the solvent
in energetics [10,28–30,44]. Compared with the experiment,
the predicted 3p states of hydrated Cl− by AIMD are almost
submerged in p band of water leading to an underestimated
�Ep = 0.85 eV compared with the experimental value of
1.71 eV in Table I. However, by treating the nuclei quantum

TABLE I. The energy separation �Ep = E [H2O(1b1)] -
E [Cl−(3p)] and �Es = E [H2O(2a1)] - E [Cl−(3s)] of the qDOS of
a 0.87 M Cl− solution computed using DFT (PBE, SCAN) and the
many-body perturbation theory at the static COHSEX and GPP levels
of the theory. The units are eV. The error bars for energy levels are
∼0.10 eV. The experimental data are taken from the peak positions
of the photoelectron spectrum in the Ref. [10].

�Es (eV) �Ep (eV)

AIMD PBE 6.56 0.67
SCAN 7.05 0.74

G0W0@COHSEX 8.35 1.00
G0W0@GPP 8.10 0.85

PI-AIMD PBE 6.65 0.90
SCAN 7.14 1.00

G0W0@COHSEX 8.72 1.52
G0W0@GPP 8.41 1.25

Experimental 9.9∼11.7 1.71

mechanically in PI-AIMD, the predicted �Ep = 1.25 eV is
largely increased toward the experimental direction. In order
to systematically study this effect, we further carry out elec-
tronic structure calculations based on DFT at PBE and SCAN
levels and static G0W0 as implemented at the COHSEX level,
and the results are shown in Table I for both AIMD and
PI-AIMD. It can be seen from Table I that �Ep computed by
PI-AIMD configurations robustly shows an increased energy
gap between hydrated ion and water. Similar trends can be
found in the energy difference �Es between the 3s state of
the hydrated Cl− and the 2a1 states of the water, which are
shown in Table I. The impact of the NQEs on s band is less
prominent due to the fact that s band is deeper than p band.
Moreover, the predictions by DFT in general severely under-
estimate �Ep compared with the quasiparticle theories, which
is consistent with the previous studies [10]. In many spec-
troscopy experiments associated with electronic excitations in
water, a broadening effect in the spectra is often reported in the
literature due to the NQEs [34,49,59–61]. In the Cl− ionic so-
lution, the shifted energy distribution of Cl− electronic states
under NQEs is somehow unusual, and it should be attributed
to more nontrivial changes in the solvation structure instead
of a uniform proton delocalization throughout the liquid.

In the solution, the Cl− anion is H-bonded to the protonic
ends of the water molecules in its first solvation shell. In terms
of electronic structure, the above interactions between anion
and water molecules are reflected by the degree of hybridiza-
tion between the 3p state of the Cl− anion and the p-band
of liquid water. As presented in Fig. 2(a), we have computed
the spatial distribution of the 3p state of Cl− orbital density.
With the first hydration shell (from 2.3 to 3.8 Å), Figs. 2(b)
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FIG. 2. (a) The charge distribution of the Cl− 3p orbital in the
AIMD and PI-AIMD where zero is the position of the Cl− nucleus.
The schematic of the spatial distribution of the Cl− 3p orbital hy-
bridization within the anion’s first hydration shell is shown in (b) at
the AIMD level and in (c) at the PI-AIMD. Rc is the cutoff distance
for the anion’s first hydration shell. The charge density is in blue.
Note that we highlight the water molecules within the first hydration
shell and the wave function showed here is calculated by using the
PBE XC functional, where we sampled total 80 different snapshots
to obtain the charge distribution.

and 2(c) show that the 3p orbital is slightly more localized in
the PI-AIMD structure than that in the AIMD. Consistently,
in the second hydration shell and beyond (3.8 Å), the density
distribution of the 3p orbital decays quickly in the PI-AIMD
structure that that generated from the AIMD trajectory. The
more localized Cl− 3p state in the PI-AIMD structure in-
dicates that the hybridization between 3p of the anion and
p-band of water is less favorable in the PI-AIMD structure,
which agrees with the larger energy separation between the
H2O (1b1) band and the Cl− (3p) band.

The increased energy separation in PI-AIMD compared
with that in AIMD, which results from less hybridization of
the Cl− 3p electron with water, comes from the weakened
anion-water interaction because of the increased distance be-
tween the Cl− anion and the O atoms, as well as the changes of
the solution pattern around the polarizable Cl− anion induced
by NQEs. First, we find that the averaged distance of Cl-O in
PI-AIMD is 3.34 Å, which is slightly larger than 3.29 Å in
AIMD. This is because the HB strength of Cl-water pairs is
weaker than that of water-water pairs due to the NQEs [51].
Second, to show the relation between energy separation and
solution pattern, we calculated the coordination number of
oxygen atoms shown in Fig. 3(a) within the first hydration
shell, where it is defined as when the Cl-O distance is smaller
than 3.82 and 3.84 Å for AIMD and PI-AIMD, respectively.
We find that under the influence of NQEs, the averaged

FIG. 3. (a) The coordination number of oxygen atoms within the
first hydration shell of AIMD (blue) and PI-AIMD (red). (b) The
averaged energy separation �E with respect to the coordination
number of oxygen atoms based on the AIMD (blue) and PI-AIMD
(red). Note that the energy calculations were based on DFT at the
level of SCAN. (c) The averaged number of the nonbonded water
moleclues within first hydration shell respect to the coordination
number of oxygen atoms. (d) The averaged contributions to the
energy separation �E of the bonded water and nonbonded water
within the first hydration shell. The chart plots are the averaged
population of the bonded water and the nonbonded water molecules
within the first hydration shell. Note the energy calculation was based
on G0W0@GPP. (e) The angle distribution of the nonbonded water
within the first hydration shell, where the angle is defined by the Cl-O
and the bisector of H-O-H.

coordination number in PI-AIMD (7.08) is larger than that in
the AIMD (6.62). This is consistent with the increased Cl-O
distance in PI-AIMD, since more space will be allowed for
the surrounding water molecules. We decompose the energy
separation contribution in terms of the coordination number,
shown in Fig. 3(b). One can find two trends: First, the energy
separation gradually increases with respect to the coordination
number for either AIMD or PI-AIMD. It is obvious that with
more water molecules within the first hydration shell, the Cl-O
distance will increase, leading to the increase of the energy
separation. Second, the energy separations in PI-AIMD are
larger than those in AIMD for each coordination number,
indicating some nontrivial structural changes.

The polarizable Cl− anion makes the surrounding water
molecules tend to populate one side of the anion and leave the
other side relatively empty in the solution [12,30,42,51,62–
64]. The abilities to polarize water are different for Cl−

anion-water H-bond and water-water H-bond, where Cl−

anion-water H-bond has a weaker bonding strength than that
of water-water H-bond under the influence of the NQEs [51].
We decompose the water molecules which are within the first
hydration shell of Cl− into two categories, one bonded with
Cl− anion and another one nonbonded with Cl− anion. Note
that if the Cl-O distance of the water molecule is smaller
than 3.9 Å and Cl-O-H angle is smaller than 30◦, this water
molecule will be counted as bonded to the Cl− anion [65].
We compute the changes in the number of nonbonded water
with respect to the coordination number, which is shown in
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Fig. 3(c). One can find that the number of nonbonded water
molecules gradually increases, while the number of bonded
water molecules gradually becomes saturated. Moreover, we
find that the average number of bonded water molecules
within the first hydration shell of the Cl− anion decreases
from 4.89 in the AIMD structure to 4.71 in the PI-AIMD
structure while the average number of the nonbonded water
molecules increases from 1.73 in AIMD to 2.37 in PI-AIMD;
the fractions are shown in the inserted chart in Fig. 3(d).

To reveal the relation between energy separation and
geometry of the bonded/nonbonded water molecules,
we compute the energy separation between the projected
qDOS peak positions of the Cl− anion and the H2O
(1b1) orbitals coming from water molecules bonded to the
Cl− anion, �Ebonded = E[H2Obonded(1b1)] − E[Cl−(3p)],
versus nonbonded water molecules, �Enonbonded =
E[H2Ononbonded(1b1)] − E[Cl−(3p)]. Both calculations
consider only water molecules within the first hydration shell
of Cl− anion. The data are shown in Fig. 3(d). We find that
on average, in the AIMD case, �Enonbonded = 0.8 ± 0.3 eV
and �Ebonded = 0.7 ± 0.2 eV; however, under the influence
of NQEs, the energy separation between the nonbonded water
and the Cl− anion increases to �Enonbonded = 1.2 ± 0.3 eV,
while �Ebonded = 0.8 ± 0.3 eV. The energy difference of
the nonbonded water in PI-AIMD and AIMD could be
explained by their geometry difference. We compute the
angle distribution of the nonbonded water within the first
hydration shell, where the angle is defined by the Cl-O and
biosector of H-O-H, shown in Fig. 3(e). One can find that the
angle predicted by PI-AIMD is larger than that predicted by
AIMD, leading to averaged angles ∼85◦ for PI-AIMD and
∼78◦ for AIMD, respectively. This indicates that under the
influence of NQEs, nonbonded water molecules tend to point
away from Cl− anion. Moreover, we find that the averaged
distance between Cl− anion and O atoms for the nonbonded
water molecule is slightly increased from 3.45 Å (AIMD) to
3.55 Å (PI-AIMD). These geometry changes are indicators
of the weakened interaction between the Cl− anion and the
nonbonded water molecules.

Inshort, the origin of the increased energy separation be-
tween the 3p state of hydrated Cl− and the 1b1 states of liquid
water comes from the following aspects: First, the averaged
energy separation for the nonbonded water molecules and Cl−
anion in the PI-AIMD simulation is larger than the one in
the AIMD simulation due to the larger distance and pointing
away nonbonded water molecules induced by NQEs; second,
the fraction of nonbonded water molecules within the first hy-
dration shell increases in the PI-AIMD simulation compared
to that in the AIMD simulation, which indicates that more
water molecules are able to bond with other water molecules
instead of the Cl− anion. All these geometry changes lead to
less hybridization of the 3p orbital of the Cl− anion with the
water molecules and increases the energy separation between
the Cl− (3p) band and the H2O (1b1) band.

IV. CONCLUSION

In summary, we have investigated the NQEs on the
electronic structure of the hydrated Cl− anion based on

the frequency-dependent G0W0 quasiparticle computational
approach. With the NQEs considered in molecular structure,
the interaction between the anion and water is effectively
weakened. As a result, the coordination number in the first
hydration shell increases, which is particularly accompanied
by an increased population of interstitial water molecules.
We have shown that the above weaker anion-water interac-
tion also suppresses the electronic hybridization between Cl−

and water, which in turn increases the energy gap between
the 3p state of Cl− and the 2p state of water. The above
computed energy gap of 1.25 eV shows a better agreement
with the PES experimental value of 1.71 eV. In contrast, the
energy gap computed from trajectories by classic molecular
dynamics simulations yields a largely underestimated value
of 0.85 eV.

In the past decade, continuous efforts have been devoted
to understanding the interaction between chloride anion and
surrounding water focusing on the electronic structure that
can be probed by the PES experiments. In addition to the
corrections previously demonstrated by the hybrid density
functional and vdW inclusive AIMD simulations [10,29],
our current work adds an important physical effect which
further improves the agreement between theory and ex-
periment by quantum nuclei. It is noted that our current
theory still slightly underestimates the energy separation
between the anion and water. Since the SCAN functional
also inherits the self-interaction error, it is expected that
the remaining discrepancy should be further corrected by
the quasiparticle calculations from the hybrid DFT-based PI-
AIMD trajectory with less self-interaction error. At the same
time, improvement toward the experiment is also expected by
using better starting wave functions in the G0W0 perturbation
theory.
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