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We apply the cluster expansion (CE) method to determine the effective cluster interactions (ECIs) from a
simple energetic model that depends on both local and global composition. This model is defined by the site
energies of random solid solutions of a one-dimensional alloy Co-Pt. We explore how these local and global
dependencies are reflected on the cluster interactions. The energies of the structures are not well reproduced with
concentration-independent interactions. Moreover, the interactions have a larger range than the energetic model
which is limited to the nearest neighbors. By fitting the ECIs on the site energies, we suggest a mean-field-type
weighting of the excess variables present in clusters of large size. We show that the site energy formalism
controls the size of the clusters required for CE convergence and their concentration dependence. Finally,
we take advantage of the site energy formalism to describe the elastic and chemical effects that control the
thermodynamics of the alloy as a function of the EClIs.
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I. INTRODUCTION

The determination of phase diagrams is a preliminary step
which is essential for the study of alloys. A first method
consists of describing alloys from a generalized Ising model
based on effective cluster interactions (ECIs) [1-5]. The clus-
ter interactions are determined from the energy of many
ordered structures issued from ab initio calculations [6,7].
This approach is known as cluster expansion (CE). A second
method consists of the definition of interatomic potentials to
perform atomic simulations with relaxations. However, sim-
ulations with semi-empirical interatomic potentials have two
drawbacks: the reliability of these potentials and their lack of
transparency regarding the physics they contain.

CE has already been used to construct interatomic po-
tentials [8§-10]. In the same spirit, we propose to determine
the effective interactions between clusters contained in inter-
atomic potentials, thanks to the CE method, to have a better
understanding of these potentials and then to improve them.
Among the known interatomic potentials, we use N-body
interatomic potentials derived from the second-moment ap-
proximation (SMA) of the tight-binding scheme [11,12]. It
has been shown that these potentials are relevant for both bulk
and surface studies [13—17]. N-body interatomic potentials
lead to a good description of surface relaxations as compared
with pair potentials and are therefore well suited for surface
segregation studies. Although very efficient, these potentials
do not allow simultaneous adjustment of the order/disorder or
demixing/disorder critical temperature of the system and the
solution energies of dilute systems [18]. The analysis of the
EClIs obtained by CE from ab initio calculations and by SMA
potentials should lead to the determination of the interactions
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that are missing in these potentials and that are quantifiable
only by advanced analyses such as the one we propose.

CE is a powerful tool for the analysis of alloy thermody-
namics and is widely used to study bimetallic alloys [19-26],
high entropy alloys [27], semiconductors, and oxides [28—33].
However, its application to real systems is often question-
able and remains a topical issue even before considering the
difficulties associated with complex structures such as in-
homogeneous systems. CE consists of fitting the values of
cluster interactions of a rigid-lattice Hamiltonian from the
configurational energies of a set of ordered structures. Its re-
alization requires different steps beforehand such as choosing
the number of structures and the structures themselves and
choosing the range and type of cluster interactions (pairs,
triplets, ... n-tuples). Once the ECIs are estimated by mini-
mization, the predictive ability is then tested on a set of new
configurations, and the procedure is repeated by increasing the
range of cluster interactions until satisfactory prediction qual-
ity is obtained. The accuracy of CE predictions depends on all
these choices. Since the initial founding papers, algorithms
have been developed [19,34,35] and several improvements
and efficient methods have been proposed to assess the quality
of the fit and to select clusters [36—43]. Note, for example, that
the cluster interactions are generally independent of concen-
tration, while the configurations that allow one to determine
them have different compositions. The implementation of
CE with concentration-dependent interactions enables us
to consider volume variations linked to composition varia-
tions. Despite concentration-dependent CE converges much
faster and is more accurate, only a few studies address
concentration-dependent interactions [36,37,39,44,45].

We propose a detailed CE analysis using the effective site
energies (ESEs) description [46—48]. Let us recall the princi-
ples of this approach. The energies of each atom of random
solid solutions (RSSs) are determined and sorted according
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to both the local composition (restricted to first neighbors)
and the nominal concentration. RSSs are relaxed by molecular
static simulations using SMA interatomic potentials. These
site energies are averaged and introduced in a rigid-lattice
Hamiltonian. Therefore, the Hamiltonian, which is a combi-
natorial summation of the ESEs, depends both on the local
composition and on the nominal concentration. This descrip-
tion allowed us to highlight the role of first-neighborhood
triplet interactions in thermodynamic properties [47].

In this paper, we propose a theoretical study using an
energetic model with a known range of interactions. This
energetic model is a simplified expression of site energies
calculated from a one-dimensional (1D) Co.Pt;_. system. The
great advantage is to know the range of the interactions con-
tained in this energetic model since its dependency with local
environment is limited to the nearest-neighboring shell. This
poses a problem rarely addressed so far in the literature of the
introduction into CE via the ECIs of a phantom dependency
with the local environment, i.e., with further neighbors than
those considered in the initial model. These clusters couple
configuration variables that are not in the original model and
that need to be treated in a specific way.

The analysis is then extended to ECIs which are fitted on
the site energies instead of the energy of a set of ordered
structures. The site energies fix the number of equations to
be considered to fit the interactions, unlike the fit on the
structures. The energies of site, and thus the ECIs, allow one to
decompose the mixing and permutation enthalpies into chem-
ical contribution [related to local effects that drive short-range
order (SRO)] and elastic contribution (related to the variation
of the volume with the concentration). This analysis gives a
physical content to Calphad-type empirical methods [49,50].

This paper is organized as follows. The energetic model
is introduced in Sec. II A, followed by the CE approach in
Sec. II B 1. Results obtained with concentration-independent
and concentration-dependent interactions are presented in
Sec. II B 2. Section III is devoted to the development of
CE from the site energies. We first present the formal-
ism (Sec. II A ) and then the results (Sec. III B) with
concentration-independent (Sec. III B 1) and concentration-
dependent interactions (Sec. III B 2), followed by a discussion
in Sec. III B 3. The analysis of the mixing and permutation en-
thalpies in terms of elastic and chemical contributions is then
described in Sec. IV. After a discussion about the possible
extensions of the approach (SEC. V), we conclude in Sec. VI.

II. ECIs FROM CE

A. Energetic model

To focus the discussion on the coherence between the
range of interactions of the energetic model and the length
of n-tuples involved in CE, the energetic model is expressed
in terms of site energies whose dependency range with the
local composition can be chosen. Site energies are obtained
from RSSs by molecular static simulations using interatomic
potentials [46—48]. The site energy is the average of all en-
ergies of sites which are occupied by an atom of the same
type and which have the same local environment. For an
A.Bj_. alloy, the site energies therefore depend both upon the

local composition and the nominal concentration. The local
environment is characterized by the numbers py, ps,...p;
of A atoms (but it would also be B) in the first, second, ...
ith-neighboring shells. For the sake of simplicity, the length
of interactions is restricted hereafter to the first-neighboring
shell, and we consider a 1D system. If this simplification has
a theoretical motivation, 1D alloys can occur along the steps
of a surface, the edges of a cluster, or in the core of dislocation.
The site energies are written £} with / = A or B and p = p.
For a 1D system, p varies from O to 2. We have determined
the ESEs of a Co.Pt|_, linear chain to define our energetic
model using interatomic potentials already considered in the
literature for their abilities to reproduce bulk and surfaces
properties [51,52]. CoPt is a well-known alloy, which has
often been studied both in bulk and in two-dimensions (2D)
[26,53-55]; this paper is an extension to 1D. Note that the
purpose of this paper is not the alloy itself. The alloy is only
used to define the energetic model. Moreover, both the SMA
and the analytical model derived from it cannot include the
contributions from configurational effects of partial order on
the electronic structure [56]. This energetic model is simple
but raises important questions that are not often stated and
helps to capture general trends.
These energies can be written in a simplified way as

ER(c) = —3.24—0.74c+0.8
+ 1(0.8+0.4c—0.87c%)p
+(—0.07 — 0.04 ¢*) 2 — p) p,
E(c) = —3.67+ 3(0.26) p. 6}

The dependence on concentration of site energies is illus-
trated in Fig. 1 for (a) A atoms and (b) B atoms and for p = 0,
1, or 2. Here, E f is a second-order function in ¢, while Eg is
concentration independent.

These site energies are expressed as the sum of a main
linear term in p and a complementary quadratic term in

El(c) = E’(c) + §[E,Z(c> — EX©)] + sa(c) p(Z — p),
2)

with Z the coordination number (Z = 2 at 1D) and s (c¢) the
curvatures with / = A or B. In the present case, »p(c) = 0Vc.
The curvature is nonzero for A. At 1D, the curvature occurs
only for p = 1.

The matching between the site energies and a generalized
Ising model allows one to relate the linear term to pair inter-
actions. The complementary quadratic term, which represents
the excess energy as compared with pair interactions, cor-
responds to the contribution of triplets [47]. Contrary to a
generalized Ising model, pair and triplet interactions depend
on the nominal concentration c.

This model clearly separates the dependence with the local
chemical composition p and the nominal composition c. This
allows us to easily separate the elastic effects (related to a
variation of site energies with concentration at a given local
composition) from the chemical effects (related to a variation
of site energies with local composition at a given nominal
concentration). This point is detailed in Appendix A.
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FIG. 1. Site energy of an atom (a) A and (b) B as a function of the nominal concentration ¢ in A.B;_. alloy for a number p of A neighbors

equals to O (black), 1 (red), and 2 (blue) with A = Co and B = Pt.

B. CE method
1. Formalism

CE is based on the calculation of the energy of many
ordered phases at different concentrations to find the best
ECI values to describe the energies accurately. The energy
dataset is most often obtained by ab initio calculations, but
we can also get it by using interatomic potentials adjusted
from experimental data or from ab initio calculations. In this
paper, instead of ab initio calculations, we use the energetic
model defined by Eq. (1) to calculate the energy of a given
configuration.

In a rigid-lattice approximation, the total energy of a linear
chain with periodic boundary conditions for an A.B;_. alloy
is then given by

N
E=Y"¢ /), 3)
j=1

where q’i is the occupation number which equals 1 if the
site j is occupied by an atom I, and 0 otherwise. The local
composition p depends on the occupation number of the two
adjacent sites (p = q}_1 +q},))- Here, N is the total number
of sites.
By setting g; = q?, Eq. (3) becomes
N
E = Z [qj E[Z‘f—l+q,i+l (C) + (1 _ C]j) Eg‘ferl],zﬂ (C)] (4)
j=1
Equation (4) gives the energy of a configuration that we
subsequently use as the basis for ECI calculations.
The energy of a configuration can also be described using
a Hamiltonian written as a linear combination of n-tuple in-
teractions:

H= 3 S davi+ 5 2 Y v+

C 1 Lm#l 1JK [,mnm

®)
where the expansion coefficients V/”/, VVK ' “are the ECIs
of pairs, triplets, ... to be identified. At 1D, an n-tuple is a
chain of n successive atoms; it has a unique form and depends

on its length and on the type of atoms.
In practice, the Hamiltonian is truncated because it is not
possible to consider all the clusters, but it must remain pre-

dictive. The main task of the CE method is to determine the

preponderant ECIs by least square fitting of the total energy
of a set of structures (called the training set). A truncation of
the summation of the Hamiltonian to pair interactions yields
the Ising model. The short-range interactions as pairs, triplets,
and quadruplets are generally preponderant ECIs. To measure
the accuracy of the fit, we calculate the root mean square
error (RMSE) of the predictions for all configurations. The
ability to reproduce the system is then tested on new structures
(named the test set).

As stated previously in the introduction, in most of this
literature, ECIs are calculated in the grand-canonical ensem-
ble and so are independent of nominal concentration, while
the composition of the structures varies. Asta et al. [36] and
Wolverton et al. [37] have shown that CE is more accurate in
the canonical ensemble with concentration-dependent EClIs.
The two cases are presented below.

2. Results

We consider 33 concentration values between 0 and 1. In
total, the set of structures is composed of 355 chains of 120
sites with periodic boundary conditions. For each concentra-
tion, 10 configurations are randomly generated. We add the 25
possible ordered configurations for this chain length.

First, we determine concentration-independent EClIs.
The Hamiltonian summation is successively restricted to
pairs, triplets, ... until the sextuples. The mixing enthalpy
AH™ (c) = H(c) — [cE?(c = 1) + (1—¢)EJ(c = 0)], cal-
culated from Eq. (5) with ECIs issued from the CE, is
compared with the direct mixing enthalpy given by Eq. (4).
Figure 2(a) shows a weak agreement between the two
quantities. The fitting error, quantified by the RMSE,
decreases slowly as the length of the n-tuple increases
[Fig. 2(b)]. This result confirms that, when the energy of
formation of random alloy depends quadratically on the
concentration, the decay of the root mean square is slow
[45,57].

We then investigated concentration-dependent ECIs from
the same set of training configurations. To capture the concen-
tration dependence without searching for long-range tuples, it
is necessary to implement concentration-based CE to obtain
ECIs for each nominal concentration. Then the agreement
is excellent with only pairs and triplets (Fig. 3). CE really
converges faster with concentration-dependent ECIs than with
concentration-independent ECIs, and the fitting error is much
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FIG. 2. (a) Evolution as a function of the concentration ¢ of AH™* calculated from the energetic model (random solid configurations: red
points, ordered configurations: green squares) and with concentration-independent effective cluster interactions (ECIs) until sextuples issued
from the cluster expansion (CE; blue diamonds). (b) Evolution of the root-mean-square error as a function of the length of n-tuples.

smaller ~10~!13 (see Table I). This result confirms those of the
literature [25,39,44,45,57].

As can be seen in Fig. 4, the ECIs depend strongly on the
concentration. The heteroatomic pairs [in Fig. 4(a)] are equal
(Vap = Vpa) on the whole range of concentration. Symmet-
rical relationships are also observed [Fig. 4(d)] for triplets
(Vass = Vapa, Vaap = Vaaa).

This raises the question of whether these ECIs can re-
produce the original energetic model. We therefore calculate
the energies of each site for each structure from the ECIs
and deduce the average site energies as a function of the
concentration and of the first-neighboring local environment.
We also calculate the site energies without using the struc-
tures, but by considering the value of p which characterizes
the local chemical composition of the two nearest neighbors.
For example, the site energy of an atom A surrounded by
two atoms A (see Fig. 5) E? is easily written according
to the pair interactions E> = 5(2 Vya). With triplet interac-
tions, it is less obvious since the central atom A belongs
to three triplets, and atoms of the second-neighboring shell
are involved for two of them. The chemical nature of these
atoms is unknown since the site energies are limited to the
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FIG. 3. Evolution as a function of the concentration ¢ of AH™*
calculated from the energetic model (random solid configura-
tions: red points, ordered configurations: green squares) and with
concentration-dependent effective cluster interactions (ECIs) until
triplets issued from the cluster expansion (CE; blue diamonds).

first neighbors. The site energy is thus %(VIAA + Vaaa + Vaas)
with I, J = A or B, and four values are possible. The two
methods give consistent results but are far from the energetic
model (Fig. 6).

Thus, although CE leads to a very good fit of the total
energies, the ECIs do not reproduce the site energies that
are contained in the total energies. This result shows that
two different energetic models can lead to identical structure
energies.

III. DETERMINATION OF ECIs FROM SITE ENERGIES
A. Formalism

Instead of fitting as best as possible the ECIs from the
total energy of several structures, we propose to determine
them from the site energies. If ECIs reproduce the site en-
ergies, then they should also reproduce the energies of the
structures. We therefore first optimize the ECIs starting from
the site energy functions and then crosscheck these fittings on
the configurations. While the number of structures needed to
accurately determine ECIs from the total energy is unknown,
the number of site energies to be fitted is well known. Thus,
for a 1D system with Z = 2, the EClIs are identified through
six relations [EIp(c) with I =A or B and p=0, 1, or 2].
This approach allows one to control the conditions necessary
for a CE.

Another great advantage of this approach is to highlight
the problem of inconsistency between the length of the n-
tuples and the range of the energetic model. When the size
of the n-tuples is greater than the range of the site energies,

TABLE 1. Comparison of root mean square for the different
approximations of CE as a function of the tuple length for the 355
structures in the training set. CE of structures (a) and (b) and of site
energies (c) and (d) with concentration-independent ECIs (a) and (c)
and concentration dependent ECIs (b) and (d).

Method n=2 n=3 n=4 n=>5 n==6
(a) 8.8107% 74107 5510 43103 35107
(b) 221073 841074

(©) 701072 20102 1.71072 111073 14107
(d) 1.61072 94 10"
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FIG. 4. Evolution as a function of the concentration ¢ of concentration-dependent effective cluster interactions (ECIs) issued from the
cluster expansion (CE): (a) pairs, (b) effective alloy pair interaction V = (Vg + Vg — Vag — Va)/2, (c) and (d) triplets. (a) Green squares:
Vaa, blue rectangles: Vpp, red points: Vyp, black circles: Vpa. (c) Green squares: Vya4, blue rectangles: Vppp. (d) Red squares: Vy4p, black empty
squares: Vpaa, cyan points: Vppy, blue circles: Vg5, magenta rectangles: Vyp4, green diamonds: Vpap.

some phantom interactions are introduced, i.e., interactions
that are not in the model itself. The site energies depend on
the concentration and on the first-neighboring atoms, while
the n-tuple interactions do not depend on the concentration
(for the concentration-independent CE case) and depend on
the environment up to the nth neighboring shell. Compared
with a standard fit where the range of ECIs is not related to
an underlying Hamiltonian [58], fitting ECISs to site energies
imposes a special treatment of excess variables to limit the
range of EClIs to the range of the energetic model. Thus, we
introduce into the tuple interactions the concentration depen-
dency to reconstruct the site energies. If we take again the
example of an atom A surrounded on both sides by an atom
A, two triplets involve second-neighboring atoms (see Fig. 5).
These two triplets provide information that is not included
in the initial energetic model. Interactions involving sites
other than the nearest neighbors (the only sites considered in
the site energies) are replaced by a mean-field development:
Viaa = ¢ Vaaa + (1—=c)Vpaa and Vyp; = ¢ Vaaa + (1—=c)Vaap.
This development can be extended to the other triplets and to
n-tuples.

The site energies can be written as a sum over the n-tuple
site energies:

E{m= ) EV/() ©)

j=2,...n

with the n-tuple site energies in the form of

1
EVI) =~ 3 Vil f ). )

Here, Vnk (lx—1, Ik, Ir+1) represents the n-tuple with the central
atom [, located at the kth site of the n-chain. The chemical
nature of the first-neighboring atoms of the atom /i, I, and
I+ is given by the value of p: I;_; and Iy, are two atoms
B (respectively A) for p = 0 (respectively p = 2), one atom
A and one atom B for p = 1. The set of all possible n-tuples
is defined by the value of k£ which varies from 1, when the
atom [ is located at the left end of the chain, to n, when it
is at the right end. Each excess variable, i.e., each interaction
involving sites beyond the first neighbors of 7, is weighted by
the probability to be occupied by an atom A or B:

my
Vo1, I Ter) = Z /(1 —cym |:Z VE (I, I, Ik+1):| with  m = max(n —k — 1,k —2), 3

j=0 o

with o the set of all possible n-tuples Vnk’j (le—1, I, Ir1), with
I; on the kth site, j atoms A, and (m; — j) atoms B on the

(

excess sites. For a better understanding, the cases of pairs and
triplets are detailed in Appendix B.
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FIG. 5. Schematic representation of triplets involved for a central
atom A (arrow up) surrounded by two atoms A (arrows down). Atoms
I and J (blue) are unknown.

Here, n-tuple site energies EV/(n) are thus polynomial in
c of order (n—2).

Recall now that the Hamiltonian of a RSS binary alloy can
be written in the following form:

zZ
H(c) =Ny Y _Che’(1 = e)*"P[cEf () + (1 — O)Ef(0)] -

p=0
©))
Here, C} is the number of ways that p A neighbors can
be chosen among Z neighbors independently of their order.
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Equation (9) enables us to predict the order of H(c) from
the order of site energies. Table II presents examples of the
relationship between the highest terms of H(c) as a function
of the highest term of site energy.

For site energies that do not depend on p and that are
described by a polynomial of order X in ¢, H(c) is of order
X + 1. For site energies that are univariate polynomials in p,
of order Y, H(c) is also a univariate polynomial but in ¢ and of
order Y + 1. In other words, the dependency of site energies
on local concentration (in p) is transformed into a dependency
in c of order Y + 1. This general rule has some exceptions due
to accidental cancellation of the highest term as a function of
Z, as Table II shows, for Y = 3, the order of H(c) is 3 (and
not 4) for Z = 2. In general, when the highest term of the site
energies is ¢X p¥, the Hamiltonian orderin cis X +Y + 1.

On the other hand, since the n-tuples of site energies with
constant ECIs are ¢ polynomials of order (n—2), EQS. (6)—(9)
yield a Hamiltonian of order (n—1), and thus,n = X + Y + 2.
For concentration-dependent ECIs, the mean-field approxi-
mation of a disordered solid solution (see Appendix C of
Ref. [47]) gives the length of n-tuples: n =Y + 1.
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FIG. 6. Evolution as a function of the concentration ¢ of effective site energies (ESEs) (a)—(f) issued from the energetic model (continuous
lines) and calculated with concentration-dependent effective cluster interactions (ECIs) issued from the cluster expansion (CE) from the average
of all configurations (dashed lines) and with unknown sites occupied by A or B (symbols).
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TABLE II. Highest term of H(c) [Eq. (9)] as a function of the highest term of the site energy E/(c) (I = A or B).

EJ(c) cte c 2 p
H(c) c c? A Zc?
Ef(c) pc p’c

H(c) zZcl Z(Z—1)c*

P’ P
Z(Z—1)c3 Z(Z* — 3Z +2)c* +3Z(Z—1)¢3
p2C2 p2c3
Z(Z—1)¢ Z(Z* — 37 +2)¢° +3Z(Z—1)c*

To summarize, when the highest term of the site energies is
cXp?, the Hamiltonian order is X + Y + 1, and the length of
n-tuples independent of concentration is n =X +Y + 2, and
n =Y + 1 for concentration-dependent n-tuples.

For the chosen energetic model [Eq. (1)], X =2 and
Y =2, we therefore expect to reproduce site energies
with concentration-independent ECIs extending up to sex-
tuples (X +Y + 2), and triplets (Y + 1) for concentration-
dependent interactions.

B. ECIs fitting from site energies
1. Concentration-independent ECIs

Pair, triplet, quadruplet, etc. interactions were determined
by a least square fit from the site energies given by Eq. (1) for
values of ¢ between 0 and 1 with a step of 0.02. The range of
n-tuples is gradually enlarged until a satisfactory agreement
is reached. Figure 7 shows the resulting site energies by con-
sidering all n-tuples up to 6-tuples as expected. Note that the
order of the 6-tuple interactions V6k (I-1,1, 1)) in c being 4, and
those of site energies being 2, the highest coefficients must be
nil to have agreement. Numerically, these terms are very small
~10712,

The RMSE decreases with the n-tuple increase (Fig. 8,
Table I). We now use these interactions to predict the total
energy of structures. The number of structures being larger
than the number of site energy values used for fitting the ECls,
the RMSE is lower than for the site energies (Fig. 8, Table I).
We thus show that sextuple interactions enable us to fit both
the site energies and the total energy of configurations.

2. Concentration-dependent ECIs

We determine then the weighted concentration-dependent
ECIs from values of the site energies. As predicted by the
Hamiltonian order analysis, pairs and triplets are sufficient

to reproduce the site energies in the whole range of concen-
tration. The interactions provide a perfect estimation of the
total energy of the different configurations for both random
and ordered configurations (see Table I). Remember that the
definition of site energies [Eq. (2)] assumes that the quadratic
term is an additional energy to the linear term. The linear term
corresponds to the pair interactions, and the quadratic terms
can be considered as the contribution of triplets. To be consis-
tent with this definition, it is necessary to adjust first the pairs
and then the triplets. Hence, the site energies are well fitted
with the pairs for p = 0 and Z. For the other values of p (only
p = 1 for the 1D case), triplets are necessary to reproduce the
curvature of the site energies. In this way, triplets reflect an ex-
cess energy as compared with the pair interactions. Of course,
a simultaneous adjustment would have given other ECIs, we
know that the adjustment procedure has a definite effect on
CE [41]. Let us emphasize that, for any given concentration,
the four unknown pair interactions are determined from four
site energies (E; with p =0 and Z), so the pair interactions
have only one solution. The number of triplets to be estimated
is 8. The six equations (see Appendix B) show that Va4, Vpss,
Vaga, and Vgap can be determined without ambiguity. The
sums (Vaap + Viaa) and (Vapp + Vpga) can also be identified,
but not the triplets individually. Therefore, the triplets are only
locally identifiable from the site energies whatever the value
of concentration considered [59-61].

The evolution of pair and triplet interactions with con-
centration (Fig. 9) is very different from that obtained with
concentration-dependent ECIs from the structures (Fig. 4).
This result is not surprising because the ECIs are determined
from site energies rather than configuration energies, and
all excess variables are weighted by the mean-field approx-
imation. The mixed pair interactions are not symmetrical
[Fig. 9(a)], in accordance with the definition of site energies.
The pair interactions being adjusted to the extreme values of

-3.41 o
EB
~ -3.5
>
U
~ 1
am EB
w -3.6r
]
EB
-3.70, 1 I 1 | |
(2] 0.2 0.4 0.6 0.8 1
(b) c

FIG. 7. Evolution of the effective site energies (ESEs) of an atom (a) A and (b) B as a function of ¢. Comparison between the fit by
concentration-independent effective cluster interactions (ECIs) until sextuples (points) and the energetic model (continuous lines). The number

p of A neighbors is equal to O (black), 1 (red), and 2 (blue).
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FIG. 8. Evolution of the root-mean-square error of the site en-
ergies (red squares) and of the energy of structures (blue points) as
a function of the length of n-tuples. The concentration-independent
n-tuples are fitted from the site energies.

the site energies (i.e., for p = 0 and Z) and the slopes for A and
B corresponding, respectively, to Vs4 — Vyp and Vs — Vpp,
there is no reason for V45 to be equal to V4. Two symmetrical
relationships Vagp = Vppa and Vaap = Vpaa are observed for
the triplets [Fig. 9(c)], but other sets of values could have
been obtained leading to the same sums (Vaap + Vpaa) and
(Vass + Vaga).

Figure 10(a) shows that the alloy pair interaction
V() = {Vaa(c) + Vpp(c) — [Vap(c) + Vpa(c)l}/2 is in per-
fect agreement with that given by the site energy model
[(Ef—EY) — (Ef—E})]/2. Here, V,, is positive throughout the
concentration range. That means that the pair interactions
tend to form heteroatomic bonds. The curvatures of the site

energies of A and B atoms are also well reproduced by the
triplet site energy E VA1 (n = 3) [Fig. 10(b)] and E VB1 (n=3)
[Fig. 10(c)].

The successive optimization of n-tuple interactions from
site energies allows one to take advantage of the formalism
developed to express the thermodynamic driving forces of the
1D alloy via EClISs.

3. Discussion

The adjustment of the n-tuple interactions on the local
energies shows the presence of additional variables that are
not included in the initial energetic model. This raises the
question of the physical meaning of the parameters obtained
in the CE on the structure energies. Different sets of interac-
tions, with different ranges, may be obtained in classic CE
[58]. It is therefore not possible that all sets are compati-
ble with the range of the original model (which is usually
unknown). CE with concentration-independent ECIs leads to
n-tuples that are considerably more extended than the orig-
inal energetic model since site energies are restricted to the
nearest neighbors. It means that CE adds artificial depen-
dencies that do not exist. These ECIs are coefficients useful
to describe the system but which do not have the physical
meaning of interactions. This formal study, which is based on
a well-defined model, shows that CE can lead to misleading
meanings. We believe this is a recurring problem because
there is always the risk of introducing excess variables into
the n-tuples that are not in the original energetic model. In the
case of concentration-dependent ECIs, the dataset of energies
is perfectly reproduced with pairs and triplets. Some triplets
involve second neighbors that are not in the initial model.
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FIG. 9. Evolution as a function of the concentration ¢ of concentration-dependent effective cluster interactions (ECIs) issued from the site
energies: (a) pairs, (b) and (c) triplets. (a) Green squares: Vy4, blue rectangles: Vg, red points: V4, black circles: V. (b) Green squares: Vyaa,
blue rectangles: Vpgp. (c) Red squares: Vasp, black empty squares: Vgaa, cyan points: Vgpa, blue circles: V4pp, magenta rectangles: Vapa, green
diamonds: V3.
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(b) and (c) The number p of A neighbors is equal to 0 (black), 1 (red), and 2 (blue).

The fact that CE does not reproduce local energies while it
reproduces global energies very well may be problematic for
the study of point defects. Fitting tuple interactions to local
energies should instead make sense.

IV. THERMODYNAMIC DRIVING FORCES OF ALLOYS

The ESEs allow one to decompose the mixing enthalpy and
permutation enthalpy into chemical and elastic contributions.
This analysis provides insight into the interplay between com-
peting SRO and long-range order interactions, which give rise
to complex phase diagrams. In this section, we express this
decomposition in terms of pair and triplet interactions that
have been optimized to reproduce site energies.

The Hamiltonian contains pair and triplet contributions:

H(C) = Hpairs(c) + Htriplels (C)v (10)
with
Z V4
Hpairs (¢)/Nay = EVBB(C) + E[VAA(C) — Vag(c)]c
—Z c(1 —c) Vy(e), (11)
and
Huipiers(¢)/Nar = Z(Z — De(1 = ¢)[c EV (n = 3)
+(1—¢)EVy(n=3)]. (12)

Triplet site energies E VA1 (n=3)and E VB1 (n = 3) are detailed
in Appendix B.

The mixing enthalpy corresponds to the formation energy
of a RSS:

AHRS(e) = H(¢)/Ny — [c E&y + (1 — ) EEy ] (13)

with  E&, =EZ(c=1)= % Vaa(c=1) and E&, =
EQ(c = 0) = £ Vgg(c = 0), which is then written as the sum
of the chemical AHZX (c) and elastic or size contributions
AHGX(c):

Size

AHRE(c) = AHEX (c) + AHEX

Size

(o),

where the chemical contribution depends on the pair and the
triplet contributions

(14)

AHEY (c) = AHRX (¢) + AHR (c). (15)
The different terms have the following expressions:
AHR(e) = =Z c(1 =€) V,(e), (16a)
AHE (€)= Z(Z — (1 — )[c EV)(n = 3)
+(1—¢)EVg(n=3)], (16b)
AHZINO = 2 (€ WVan(©) = Vaa (D]
+ (1 —o)[Va(c) = Vpp(0)]}.  (160c)

In the size contribution, V44 (c) — Vaa(c = 1) and Vgg(c) —
Vpp(c = 0) correspond to the variation of AA and BB in-
teractions with the concentration relative to respective pure
constituent. This dependence on concentration comes essen-
tially from elastic effect.

The mixing enthalpy and its contributions can be seen in
Fig. 11(a). The mixing enthalpies directly calculated for each
configuration are dispersed around the mean field mixing en-
thalpy values [Eqgs. (14)-(16)]. Here, AHIQ‘Sig(c) is negative for
¢ < 0.8 and slightly positive for ¢ > 0.8. Elastic and chemical
effects are in competition. The chemical contribution tends to
form heteroatomic bonds since the chemical contribution is
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dependent pairs and triplets issued from the fit of the site energies.

negative. Let us detail the chemistry effect. The contribution
of the triplets is slightly negative, almost nil, whatever the
concentration. That of pairs is much more important. The
SRO parameter is therefore mainly driven by the pairs. On the
contrary, the size contribution is positive over the whole range
of concentration. That means that the size effect favors the
demixtion. While at low concentration the main contribution
is chemistry, the size effect becomes predominant for ¢ 2 0.8.
At the highest concentrations, the size contribution leads to a
long-range order to phase separation.

The ESE model also provides the analysis of the permu-
tation enthalpy AHJcg' (the enthalpy change when turning
an atom B to A), which is the key quantity that controls the
composition of equilibrium configurations. The enthalpy of
permutation is derived from either the Hamiltonian or the
mixing enthalpy. It can be expressed as a function of the
EClSs as well as the contributions according to the three effects
rule in cohesive AHZ,", chemical AHZ' ", and size AHS, ™
effects:

AHRS" (¢) = AHEL (€) + AHGon (o) + AHS (). (17)
For the sake of brevity, all details are given in Appendix C.
The mixing enthalpy and the permutation enthalpy pro-

vide the same information but in different ways. Whereas
the sign of the mixing enthalpy indicates that the alloy tends
to phase separation (AHgus > 0) or to form ordered struc-
tures (AHygg < 0), the sign of the slope of the permutation
enthalpy gives the tendency of the alloys since the permu-
tation enthalpy is the derivative of the mixing enthalpy [see
Eq. (B1)]. A positive (respectively negative) slope character-
izes a tendency to form ordered structures (respectively to
phase separation).

The enthalpy of permutation and the cohesive, chemical,
and elastic contributions are shown in Fig. 11(b). The permu-
tation enthalpy is also determined for each configuration. It
corresponds to the change in energy when a random B atom
of a given configuration is replaced by an A atom. The di-
rect values are consistent with AHYqq' (c) but quite scattered.
Here, AHllzgrsm (¢) has a nonmonotonic behavior. For ¢ < 0.8,
when AHRY is negative, the slope of AHRgs" (c) is positive;
it becomes negative for ¢ > 0.8, when AHRs is positive. The
slope of the triplet contribution is close to 0; the slope of the
chemical contribution is thus given by the slope of the pairs,

and it is positive. Conversely, the slope of AHS,." is negative.

At high concentration, the variation of AHS " with ¢ is the
leading contribution.

The same decomposition is obtained from CE on structure
energies with concentration-dependent ECIs. The formulas
are given in Appendix D. CE that depends on ¢ gives access
to the decomposition.

Determining the ECIs from site energies thus provides
a clear distinction between the chemical and elastic driving
forces that control the phase diagrams. This is a great advan-
tage compared with Calphad, which consists of writing the
mixing enthalpy as a polynomial function and determining the
coefficients from thermodynamic, experimental, or ab initio
data [49,50].

V. DISCUSSION

One may wonder if the method developed here for a sim-
plified case can be extended to more complex systems such as
2D or three-dimensional (3D) systems, semi-infinite systems,
defects, multicomponent alloys, or others.

The main difference between 2D and 3D systems and the
1D system is related to the choice of the clusters in CE to
get an optimal truncation. Rules have been established to
unambiguously define a set of clusters [41]. Thus, when a
certain cluster is included in CE, then all subclusters (in range
and numbers of atoms) must be included. The formalism is
successfully applied to 2D systems for square (Z = 4) and
hexagonal (Z = 6) structures. We believe that the formalism
can therefore be developed for 3D systems.

The extension of this approach to inhomogeneous systems,
such as surfaces or defects, is more delicate. The reference
state chosen for a homogeneous system is the RSS. For in-
homogeneous systems, the reference state must be chosen
carefully. For example, for the study of a surface alloy on a
pure B substrate, a completely random reference state is too
far from the equilibrium state. In this example, it is necessary
to consider a RSS in the surface plane on a pure substrate
in B and to determine the site energies of the atoms A and
B of the surface plane as a function of the local composition
and the global composition (in the surface plane), as well as
the site energies of the B atoms of the subsurface plane first
neighbors of the surface plane. The formalism, extended to the
surface plane and to the B-plane first neighbors of the surface
plane, allows us to correctly describe the thermodynamics.
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More generally, the extension to inhomogeneous systems is
possible, provided that a reference state close to the equilib-
rium state is chosen, but not to the high energy states as well
as CE [41].

This formalism can also be generalized to the case of pseu-
dobinaries such as mixed oxides A,B;_,O,. In this case, the
reference state is a RSS on the cationic lattice, and the energies
of atoms A, B, and O are functions of local (the local com-
position in atoms A) and global (the nominal composition)
variables. Study of Sn,Ti;_,O, is currently under progress.

VI. CONCLUSIONS

To summarize, we have successively implemented CE
based on the total energy of configurations and on the site
energies of RSSs. We used an energetic model limited to the
first neighbors, and we considered a 1D system to restrict the
discussion to the range of ECIs without considering the shape
of the clusters.

First, we show that configurational CE, with fairly long-
range ECIs (up to sextuples), gives a poor prediction of the
mixing enthalpy of ordered and RSSs configurations. The
convergence of CE is significantly improved by consider-
ing the dependence of ECIs on concentration. These results
are consistent with the literature. The mixing enthalpy is
very well predicted with concentration-dependent pairs and
triplets. Moreover, we show that concentration-dependent CE
gives us access to the decomposition of driving forces.

Concentration-dependent ECIs fit the energies of the con-
figurations but do not reproduce the initial energetic model.
By testing the prediction of site energies, we show that CE

J

leads to a larger range of n-tuples than the range of the ini-
tial energetic model; it therefore describes variables that are
not considered. By using an analytical model, we highlight
a problem that we believe to be quite frequent. One may
think that the range of the n-tuples is often greater than the
real interactions. In this case, we can no longer really talk
about EClIs because the coefficients determined do not really
have a physical meaning; they simply fit the energies of the
structures.

By developing CE from site energies, the ECIs allow one
to reproduce the energetic model and the energies of ordered
and random structures. The site energy formalism provides
simple and strict control of the terms necessary for the con-
vergence of CE. It also gives the dependence in concentration
of all the n-tuples. This leads to an unambiguous distinction
between the chemical or elastic origin of the thermodynamic
forces involved in the phase diagrams. This represents a triple
advantage compared with CE, at least if the energies per site
can be obtained. This point remains an open question for ab
initio calculations. Even if it is not the case, the formalism
of site energies proves to be very promising for a systematic
analysis of the thermodynamics of bimetallic alloys and their
defects (dislocations, surface, grain boundaries).
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APPENDIX A: DRIVING FORCES FROM SITE ENERGIES

We recall in this Appendix how the dependence of the site energies on local and global variables (i.e., the local composition
p and on the nominal concentration c) allows us to extract elastic and chemical effects. We first explain the calculation of the
permutation enthalpy from the Hamiltonian of site energies [Eq. (9)].

The introduction of the site energies [Eq. (2)] in Eq. (9) leads to the following expression of the Hamiltonian:

H
% = Ej(c) + [Ef (c) — Ep()]c — (1 — o){[EZ(c) — ES(©)] — [EE(c) — ES(©)]}

+Z(Z — 1)c(1 — c)[cxa(c) + (1 — c)sep(o)]. (A1)
The dependence of the site energies on the local composition p is transformed in the Hamiltonian into a dependence on c. The
dependence on the local composition is then less explicit. However, writing the enthalpy of permutation allows us to separate

two components. To do this, we first introduce the cohesive contribution {AH " = (E¢&, —E&.,) = [E{ (1) — Ey(0)]}:

AHP™ = AHZG™ + zlv % — [EX (1) = E§(0)]. (A2)

To transform the third term of the right-hand side, we add and subtract [E f (¢c)—E g(c)]:
AHF™ = ABE — [E£(©) ~ EY(@)] + - S {[Ef ()~ EL ()] - [ES(e) — RO} (A3
Then we decompose % into two derivatives % = af)i’ ) la + 8;7 ) |», Where % |o denotes that only the combinatorial sums

of the site energies are differentiated (the site energies being fixed at a given value of c), whereas for % |», only the site energies
are differentiated. Let us recall that the variation of the site energies with concentration is related to the elastic effect. Thus, the
last term of the right-hand side, which is the difference in ¢ slope A (E¥) — Ac(Eg) at a given p value (Z for A and O for B), is
also an elastic term.
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This decomposition allows us to define the chemical and elastic contributions:

erm 1 9(H)
AHES = —[Ef(c) — Eg(0)] + N e | (A4)
and
1 9(H
AHET = {[Ef(c) — EF(D)] — [ES(c) — Eg(O)]} + Né_c> , (A5)
b

which leads to
AHLS = —(1 — 20){[Ef () — EJ(0)] — [Ef(¢) — ES(©)]} + Z(Z — 1)(1 — 2¢)[cea(c) + (1 — ¢)3e5(c)]
+Z(Z — De(1 — o)[2a(c) — 2p(c)]. (A6)

We can see that AHZ .~ depends on the difference in p— slope A,(EX) — A,(EL), with A,(E}) = Ef —E ata given c value.
We have previously shown that terms which depend on the curvatures are due to the change for neighbors when a B atom is
turned into an A atom [46].

The size contribution is written as

AHET ={[Ef(c) — Ef(D)] — [Ef(c) — EQO)]} + EQ(c) + [Ef () — E(0)]c
—c(1 = ){[Ef(c) — E{(0)] — [Ef (0) — Ep(o)]}
+Z(Z — De(l = o)leza(c) + (1 — ) zp(0)], (A7)
with EF(¢) = dE} (c)/dc.
The mixing enthalpy is then deduced via the following equation:

¢ 1
AHmix — / AHperm(u)du _ Cf AHPerm(u)du’ (A8)
0 0

or more easily from its definition AH™* = (H)/N—[c E4, + (1-)EE . 1:
AH™ = (1 — N[EZ () - EX(C)] —[Ef () - Eg(c)]} +Z(Z — Dec(1 — c)[csea(c) + (1 — ¢)sep(c)]
+{c[EX (@) — E{ (D] + (1 = o)[Eg(e) — E§(O)]}. (A9)

We recognize in the first term of the right-hand side the difference in p— slope A,(E}) — A,(E}) and, in the second term,
the curvatures at a given ¢ value. These two terms are related to the local composition:

AHGS = —c(1 — ){[Ef (¢) — E(0)] — [Ef (¢) — E()]} + (Z — De(1 — o)[esaalc) + (1 — ¢)3e5(0)]. (A10)

The third term of the right-hand side [Eq. (A9)] shows the variations of the site energies with the concentration at a fixed
value of p; it is thus an elastic term:

AHET = c[Ef(¢) = E{ (D] + (1 = )[Ef(e) — EJO)]. (&1l

Size

APPENDIX B: PAIR AND TRIPLET SITE ENERGIES

We note hereafter the site energies written according to the n-tuple interactions EV/(n) to distinguish them from the site
energies defined as the initial energetic model. The pair interactions induce straightforwardly an equivalent expression of site
energies:

EVY(n=2)=Vis, EVi(n=2)=3Vas+Vap), EVi(n=2)=Vu; (Bla)
EV)(n=2)=Vgs, EVy(n=2)= (Ve +Vps), EVz(n=2)= V. (B1b)

Larger tuples involve neighboring shells beyond the range of the energetic model. These interactions are weighted by the
probability that unknown occupation numbers being 1 (i.e., occupied by an atom A) is c or being O (respectively B) is (1—c).
Thus, for triplets, we get the following expressions for an atom A:

EVin=3)= %{[C Vaga + (1 — ¢) Vapgl 4 Vap + [c Vapa + (1 — ¢) Vpgal},

EVy(n=3) = 3{lc Vapa + (1 — ¢) Vagsl + Vaas + [c Vaaa + (1 — ¢) Vgaal},
or

EV{(n=3) = 3{lc Vaaa + (1 — ) Vaap] + Viaa + [c Vapa + (1 = ¢) Vigal},

EVi(n=3) = 3{lc Vaaa + (1 — ) Vaap] + Vaaa + [c Vaaa + (1 — ¢) Vpaal}.
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For a B atom,
EV(n=3)=
EVi(n=3) =

e Vapa + (1 = ¢) Vsl + Vags + [c Vags + (1 — ¢) Vassl}.
e Vaaa + (1 = ©) Vgl + Vipa + [c Vasg + (1 — ) Vigsl},
or

EVg(n=3) = 3{lc Vapa + (1 = ¢) Vsl + Vaps + [c Vaas + (1 = ¢) Viasl},

EVi(n=3) = i{[c Vgaa + (1 = ¢) Vaapl + Vapa + [c Vaas + (1 — ¢) Vaasl}.

For p = 0 or Z, the quadratic term is cancelled, and the site energies depend only on the linear term. Pair interactions therefore
allow one to perfectly reproduce these site energies E; = EV/”(n = 2) and EV,”(n = 3) = 0. Triplets are necessary to reproduce
the site energies when 0 < p < Z : E! = EV}'(n = 2) + EV,! (n = 3). Triplets correspond to the excess energy compared with
the pair interactions, so they fit the curvature term EV,! (n = 3) = 3.

APPENDIX C: ENTHALPY OF PERMUTATION

We detail in this Appendix the different contributions of the permutation enthalpy of a RSS written as a function of the
weighted ECIs determined by CE from the site energies by applying the approach detailed in Appendix A. The permutation
enthalpy is obtained by derivation of the enthalpy given by Eqs. (10)—(12):

1 0H(c Z
AHP™ () = AHEM () + ~ 20 _ 2y 1) — o), n
N odc 2
where AHZ" (¢) = %[Vaa(1) — Vip(0)]. Then we add and subtract Z[Vaa(c) — Vps(c)]/2, and we split the enthalpy of pertur-
bation into three contributions:
AHP™(c) = AHE (¢) + AHG O (¢) + AHE T (o), (C2)
with
AHED = ~Z[V3y(0) — V()] + ~ 22 (©3)
=—— c)— c e
Chem 2 AA BB N ac a’
and
Z 1 0(H
AHET = —{[Vaa(c) — Vaa (D] — [Vpa(c) — Vap(0)]} + 13#) . (C4)
2 N odc
The elastic term is expressed as
m Z aV(c)
AHg, " (c) = 5{[VAA(C) = Vaa(D)] — [Vpg(c) — Vpg(DI} = Ze(1 — ¢) 5e
EVi(n=3 EVi(n =3 Z[ v, v,
+2Z = De(l — )| LEVAN=3) (L 0B =3) 1 Z) V) Ve s
ac 2 ac dc
The chemical contribution is the sum of the pair and triplet contributions:
AHg o (€) = AHI () + AHgc (o), (C6)
which are written as
AH;’;? (c) = —Z(1 —2¢) V,(c), (C7a)
AHZ() = Z(Z = D[e(2 = 36)EV, (n = 3) + (1 — o)(1 = 30)EVg (n = 3)]. (C7b)

APPENDIX D: DRIVING FORCES FROM CONCENTRATION-DEPENDENT ECIs

It is also possible to separate the chemical and elastic contributions when the ECIs are determined directly from the structures,
provided they are concentration dependent (with nonweighted ECIs).
In the mean-field approximation, the generalized Hamiltonian given by Eq. (5) is expressed as

ZVBB(C)} n Z(Z - 1)

[R3(c) ¢ + Ry(c) * + Ryi(c) ¢ + Vips(c)],  (DI)

(H)/N = {Z[T(C) — V()] ¢+ ZVy(c) & + 5 3
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with
Vaa(c) — Vpa(c) Vaa(c) + Vpp(c) — Vap(c) — Vpalc)
7(c) = — 5 Vp(e) = 7 ,
R3(c) = Vaaa(c) — Vpap(c) + [Vapp(c) + Vpap(c) + Vapa(c)] — [Vaar(c) + Vapa(c) + Vpaa(c)],
Ry (c) = [Vaap(c) 4 Vapa(c) + Vaa(c)] + 3Vegp(c) — 2[Vags(c) + Vpap(c) + Vppa(c)],

Ri(c) = [Vagp(c) + Vaap(c) + Vapa(c)] — 3Vapp(c). (D2)

The approach developed in Appendix A is applied to the generalized Hamiltonian [Eq. (D1)]. We first introduce the cohesive
contribution {AHZ" = (E&,—EE.) = Z[Vaa(1) — Vp(0)]/2}:

|
s = Az - N iy, a) v (D3)
Then we add and subtract [Vs4(c) — Vpp(c)]/2:
crm Z a
AH™ = AHET — 21V (0) = Vip(©) + 35 57 Z{1Var(©) = Vaa(D] = Vin(©) — Vis(O)), (D4)
leading to
AHE™ = _Z 1y (e) = Vag(en] + + U (DS)
Chem — ) AA BB N 9c av
and
z 1 9
AHE = Z(1Va(©) = Var(D] = Va(©) — Vip(O)l) + - (D6)
b
The final expressions are
perm Z(Z — 1) 2

AHyem = —Z(1 = 20)V,(c) + T[3R3(0) ¢© +2Ry(c) ¢ + Ri(c)], (D7)

and

erm Z . ; ' ZV
AHE = Z{([Var(©) = Vaa(D] = Vs e) — Vis(O)]} + {Z[r(c) V(e + 2V, () + %@}
ZZ-1) . 4 .

+ T[Rs(c‘)c + Ro(c)c”™ + Ri(c)c + Vppg(c)]. (D8)

Then we write the mixing enthalpy and its three components.
The size contribution is expressed as the weighted sum of the variations of homoatomic interactions with the global
concentration relative to the pure constituents:

Z
AHEX(c) = E{C [Vaa(e) = Vaa(D] + (1 — o)[Vp(c) — Vpp(0)]}

Z(Z—1)

5 {c [Vaaa(c) = Vaaa(D] + (1 — ©)[Vapa(c) — Vpap(0)]}. (DY)

Thus, the chemical contribution of the mixing enthalpy is given by

. Z—1
AHg e (€) = —c(1 = 0)ZV,y(c) — Z( > )c(l —¢)[R2(c) + (1 + ¢)R3(0)]. (D10)
Note that AHZX  can also be written as
AHgllli:m(c) =—c(l=0c)2ZV(c)—c(l —c)Z z ; 1)(1 — 2¢)R3(c), (D11)

with ZV = Zn Z,V,, Z,, and V,, being, respectively, the coordination number and the effective pair interactions (EPIs) in the
nth neighboring shell. The EPIs V), are obtained by considering the enthalpy difference AH, of a RSS containing two isolated
solute atoms and two solvent atoms in nth-neighbor position (initial state) and two solute atoms in the nth-neighbor position and
two isolated solvent atoms (final state). Here, V,, is related to AH, by AH, = (1-2¢)Z,V,. This leads to

R>(c)

Vi(e) = Vp(o) + (Z - 1)( + 2p(c) + cR3(6)>, (D12)
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and

Vale) = (Z — 1)<—z3(c> + cR3(c)>,

> (D13)

with 2¢5(c) = [Vapp(c) + Vpa(c) — Vppp(c) — Vapa(c)]/2; this term corresponds to the curvature of the site energies of

B atoms.
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