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Control of the local magnetic states in graphene with voltage and gating
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Magnetism of graphene can be created by atomic defects, either hydrogen adsorption or single-carbon vacancy
formation, owing to the unpaired π electrons around the defects. Here we explore, based on rigorous first
principles calculations, the possibility of voltage manipulation of two such types of π magnetism in graphene via
a scanning tunneling microscope tip. We find a remarkably different behavior. For the hydrogen, the magnetic
moment can be switched on and off with voltage-induced doping, whereas, for the carbon vacancy, the spin
splitting of the π bands persists, almost independent of the extent of doping, due to the coupling between the π

and the σ bonds. Furthermore, the local atomic structures near the vacancy can be reversibly manipulated by a
coordination mechanism between an intermediate tip-defect distance and a moderate tip voltage, consequently
leading to the reversal of spin polarization of the π bands. Voltage control of the local magnetic states may open
a new avenue for potential applications in spintronics.

DOI: 10.1103/PhysRevB.103.L241402

Voltage control of magnetism at the atomic scale is one
of the grand challenges in spintronics and has the potential
to bring about revolutionary new spintronic devices down to
subnanometer scale [1–6]. New materials with controllable
magnetic transitions remain an elusive goal and graphene has
attracted attention due to its remarkable electron mobility and
weak spin-orbit interaction [7–10]. It is known that graphene
can become magnetic by hydrogen adsorption [11], or va-
cancy formation [12,13], which introduces defect states in
the π band through its unpaired pz orbitals [14–16]. These
defects states are localized in space and show preference to
one sublattice, according to Lieb’s theorem [17], and can offer
a unique candidate for atomic-scale magnetic operation and
qubits.

The manipulation of individual H atoms has been pro-
posed to control the spin states by using a scanning tunneling
microscopy (STM) tip [11]. The π magnetism of monova-
cancy graphene is tunable by either nanomechanical distortion
within the plane [18,19] or by vertical manipulation with a
STM tip [20]. Despite the success in nanomechanical con-
trol, voltage control of localized spin states, essential to fast
spintronic operation, has not been investigated for graphene.
Moreover, it remains unclear how the H adsorbates and carbon
vacancies (CVs) respond to the electric perturbation.

At first glance it seems that H adsorption defects and CVs
in graphene are equivalent with respect to the π magnetism.
However, recent experiments have shown that the spin split-
ting of the π peaks near the Fermi level of monovacancy
graphene is stable, even when the two π states are dou-
bly occupied or unoccupied [13]. This behavior is different
from the H case, where a transition is observed from the
two π peaks to one π peak under doping or gating [11].

Understanding the intrinsic differences between H- and CV-
induced local magnetism is of fundamental interest and may
provide a clue to spin manipulation in a reversible way for the
purpose of spin storage and processing.

Here we investigate the voltage control of the π magnetism
at H and CV local spins by charge doping and explore the
feasibility of local manipulation by the local field in a junction
between a STM tip and the defect. We find that, for the H case,
the voltage can completely switch the magnetism on and off
with a moderate bias (<1 V), while for the CV case, the total
spin cannot be switched off due to the persistence of the unsat-
urated σ defect state within the graphene plane. Interestingly,
two magnetic states, associated with the reversal of the spin
of the π bands of CV state, can still be manipulated by the tip
bias and the tip-sample distance. Voltage control of the local
graphene magnetism via a STM tip, as first demonstrated here,
opens a new avenue for potential applications in spintronics.

The SIESTA/TRANSSIESTA code was employed for the spin
polarized calculations with the GGA-PBE [21] and vdW-
optB88 [22] functional for exchange-correlation, and a DZP
basis set [23–25]. The energy cutoff of 400 Ry was used to
define the real-space grid for numerical integration of electron
density. Six transverse k points were used in the transport
calculation. All the calculations were carried out with a low
electronic temperature of 50 K. The computational parameters
used in the equilibrium calculations were checked carefully
for convergence and reproduced accurately the results and
trends obtained by Vienna ab initio simulation package (VASP)
[26]. Physical quantities like density of states, transmission,
current, and spin density were extracted by using SISL [27].

We first consider the effect of charge doping on the lo-
cal moments. Without doping, the magnetic moment upon H
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FIG. 1. Doping modulation in defects on graphene lattice.
(a) Schematic diagram of a hydrogen adsorbate on graphene (H) and
a single-carbon vacancy (CV) in graphene. (b) Density of states of
H and CV systems with and without doping. Red and blue lines
represent spin-up and spin-down states, respectively. The sharp σ

peak in the right column locates on carbon atom 1, which is labeled
in panel (a).

adsorption is 1μB [28,29]. Doping the H system by addition or
removal of one electron destroys the spin-polarization through
either double occupation (+1e−) or complete depletion of the
π band near the Fermi level (EF), leading to full switch off of
the magnetic moment [cf. left panel in Fig. 1(b). According to
the Newns-Anderson-Grimley model, the local Coulomb in-
teraction U is responsible for the instability in the low-energy
electronic states and lifts the spin-degeneracy of the π states.
[30]. Upon adding (removing) an electron, the H energy levels
shift down (up) with respect to EF, and the splitting vanishes
due to the transition from a magnetic state to a nonmagnetic
state. Here, electrons and holes behave similarly due to the
electron-hole symmetry around the Dirac point.

For the CV, the magnetic moment originates from both the
π states near the EF and a localized σ dangling state, as shown
in Fig. 1(b). Such a σ state is mainly located on the apical
carbon atom [C1 in Fig. 1(a)], leading to a sharp peak around
−0.6 eV (0e−). The planar ground state of the undoped CV
is ferromagnetic, and the wave functions of the σ and the π

states are orthogonal in space [31–33]. This results in parallel
spins of the two states according to Hund’s rule. Moreover, the

total moment is around 1.5μB due to including the itinerant
π spins [34]. Addition of an electron to the CV increases
the overall occupancy of the π states (dominant peaks) such
that they become doubly occupied leaving only one unpaired
σ state. In this case the total moment becomes 1μB. Simi-
larly, removing one electron decreases the occupancy, yet the
π states are not fully unoccupied with a residual moment
of 1.37μB. The reason for the different moments with hole
versus electron doping can be attributed to an asymmetric
splitting of the vacancy π bands near EF. Importantly, unlike
the H case, the spin splitting of the π peaks can decrease with
doping but cannot vanish, even if the two π states are doubly
occupied or unoccupied. The case of removing two electrons
from the CV system is also checked, and there remains a
little splitting of the π bands (cf. Ref. [35], Fig. S1). These
density-functional theory (DFT) results are in good agreement
with the experimental findings [11,13].

Graphene has a bipartite lattice [labels A and B shown as
blue and red spheres, respectively, in Fig. 1(a)]. When a H or
CV defect is created in the A sublattice, only pz orbitals of
carbon atoms in the B sublattice contribute to the midgap or
zero-energy π state [36]. For the vacancy, in addition to the π

states, the vacancy σ state is mainly located on the C1 atom,
which also belongs to the B sublattice. The overlap between
π and σ states hence determines the exchange splitting of the
π states near EF in the vacancy. Even for double or empty
occupation, the spin splitting of the π defect state partially
remains due to the exchange interaction with the polarized,
unsaturated σ states. Thus, the local magnetism of the H and
CV systems are intrinsically different due to the contribution
and persistence of the unsaturated σ state in the CV.

Based on this understanding, how the voltage of a STM tip
manipulates the local π magnetism of the defects is further
explored. We employ a three-terminal device setup for the
transport calculations, encompassing left and right graphene
electrodes, and an additional gold STM tip electrode, shown in
Fig. 2(a). Generally speaking, both the electronic current and
the field applied by the tip bias may affect the nonequilibrium
transport process. In this regard, the tip-sample distance is
essential because it determines the strength and distribution
of the local field and furthermore influences the atomic and
spin configuration directly by chemical interactions at close
distance. Additionally, graphene devices often use an electro-
static backgate and also involve contact with a substrate, e.g.,
SiC. Graphene is therefore typically doped by a gate and/or
by the weak adsorption on surfaces [37–39] or by native impu-
rities [40]. We model this by applying a gate plane placed 15 Å
underneath the graphene. The gate carries a charge density
of n = g × 1013 e−1/cm2, where g defines the gating level,
with g < 0 (g > 0) corresponding to n (p) doping [41]. In the
following we focus on the control of the local spin states in
the two scenarios by the tip potential and gate.

For the H atom on graphene, the smallest tip-H distance is
4.5 Å, where there is only a weak connection between the
tip and H, shown in Ref. [35], Fig. S2. Starting from the
ground state (1μB) at 0 V, the calculated magnetic moment
as a function of applied voltage is displayed in Fig. 2(b).
Positive bias corresponds to positive graphene potential, see
the inset in Fig. 2(a). With increasing positive bias voltage,
the moment decreases and is completely switched off at 0.4 V.
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FIG. 2. Hydrogen adsorbate on graphene. (a) Schematic diagram of the three-terminal graphene device. The light gray and yellow spheres
indicate left, right, and tip electrodes, respectively. Periodic boundary conditions are applied transverse to the left-right (L-R) direction in the
graphene. The notation μT and μG stands for the chemical potential of the gold tip and graphene, respectively. The inset shows electrostatic
potential profile at 0.4 V with g = 0 gating. (b) Magnetic moment as a function of applied voltage. (c) Density of states projected onto
the pz orbitals. Red and blue lines represent spin-up and spin-down states, respectively. (d) Spin-density distribution (isosurface values of
±0.005 e/bohr3), red and blue surfaces correspond to the densities of spin-up and spin-down states, respectively.

A negative bias can similarly tune the moment, because the
splitting of the π states at 0 V is symmetric near the EF. The
calculated current is around 0.016μA at 0.4 V, which implies
the mechanism here is governed by the tip-induced field or
potential shift with little current effect. The tip acts as a local
electrostatic gate, akin to local doping or gating and tunes the
energy of the localized defect state. So for the positive bias,
the H energy levels shift up with respect to the Fermi level,
finally leading to an empty, degenerate spin-up and spin-down
resonance at 0.4 V [cf. Fig. 2(c)]. In an electron-hole- and
bias-symmetric manner, the resonances shift down, leading to
completely filled, degenerate spin-up and spin-down levels for
negative bias. The results show a transition from a magnetic
state to a nonmagnetic state at the H atom on graphene can
be realized by a moderate tip voltage, and the mechanism
basically coincides with the simple picture of doping. The
spin-density distribution in Fig. 2(d) roughly displays the
spatial evolution of the magnetic moment from 1μB to 0μB,
corresponding to the tip voltage. For instance, the magnetic
moment is 0.6μB at the tip bias of 0.1 V. Figure 2(d) also
suggests the long-range magnetic interactions, in line with
experimental observations [11].

For n (p) doped with g = ±1 gating, the nonmagnetic
state of H system at 0 V can be understood since EF shifts
up (down), as shown in Fig. 2(b). Due to the electron-hole
symmetry, the spin behavior in the n and p cases is symmetric
with respect to bias. In Fig. 2(c) we plot the density of states
projected on the π orbitals for n doped with g = −1 gating.
At 0 V, a fully occupied π peak is observed and contin-
ues to shift downwards for negative bias voltages without

variation of the moment. When applying a positive bias, the
π band shifts up, and the change of its occupation gives
rise to a moment at 0.6 V and a spin splitting of the pz

peaks near EF. It means that the H atom on doped graphene
can also be tuned from a nonmagnetic state to a magnetic
state by a tip bias. Thus, it is possible to manipulate the
spin states of doped graphene-based devices by either the
local fields via a STM tip, or a global field from a gate
electrode.

Next we consider the CV system where the presence of
the unsaturated σ bonds would affect the voltage control of
the π states, using a similar setup (see Ref. [35], Fig. S3).
According to the results for charge doping, we note that it is
not possible to completely suppress the vacancy magnetism
by applying high voltages to empty or saturate the σ band.
Nevertheless, a metastable state (LS), only 15 meV higher
in energy than the ground state (HS), is associated with the
vertical displacement of the carbon atoms near the vacancy,
especially the height of the C1 atom (h1 > 0.3 Å), cf. the inset
in Fig. 3(a) [34,42]. Moreover, the bond length of the other
two nearest-neighbor carbon atoms to the vacancy is 2.06 Å,
a little larger than that in the HS state (1.99 Å). This quantum
LS state has a small magnetic moment of 0.5μB, due to the
reversal of spin polarization of the π bands near EF [31,33,43],
and can be formed and stabilized for intermediate tip-sample
distances [20].

Figure 3(a) shows the calculated total-energy differences
(Ediff = EHS − ELS) between HS and LS of monovacancy
graphene with or without one-electron or one-hole doping.
The atomic structures for two spin states here are fixed. The
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FIG. 3. The ground state, i.e., the high spin state (HS) and
metastable state (LS) of monovacancy graphene. (a) Energy dif-
ference (Ediff = EHS − ELS) between HS and LS with and without
doping. (b) Top view of charge-density difference after doping. Iso-
surfaces values of ±0.001 e/bohr3 are shown. Red and blue clouds
correspond to electron accumulation and depletion, respectively.

planar HS state remains as the ground state after doping, and
Ediff decreases from −4.6 to −30.2 meV as the number of
electrons is increased. It has been found that, for the neutral
cases (0e−) the energy barrier from HS to LS is 30.5 meV and
for the reverse process from LS to HS is 19.2 meV [42]. This
suggests that the HS state does not change by doping, but a
spin switching from LS to HS would be more favorable after
adding an electron in the nonplanar structure. The charge-
density difference for the LS state after electron or hole doping
in Fig. 3(b) also supports this viewpoint: the local geometry
would prefer to the planar structure with electron doping, but
it prefers to remain in the out-of-plane geometry for hole
doping. In addition, the carriers in all cases only exist on the
graphene sublattice opposite to the one where the vacancy is
created, implying the occupancy of the vacancy π states is
changed by doping. Therefore, the spin manipulation between
HS and LS could be possible through a mechanism combining
the variation of tip-defect distance and tip bias.

At zero bias, three magnetic states, HS, LS, and the non-
magnetic state (NS), can be realized as the Au tip approaches
the C1 atom, corresponding to the three different tip-CV inter-

action regimes, as shown in Fig. 4(a). The magnetic moments
are 1.26μB, 0.55μB, and 0μB, respectively. When the tip ap-
proaches the chemical interaction regime, the magnetism gets
quenched by the strong coupling, implying that the electronic
states of the tip and vacancy should be treated as a combined
system. The system remains nonmagnetic, even when apply-
ing a high bias.

For the HS state, the tip-vacancy distance remains at 5 Å
in the transport calculations. As expected, the tip bias does
not alter the local atomic vacancy structure on the ±0.8 V
scale. Like the H case, the tip also acts as a local gate. With
increase of positive bias, the total moment increases at first
and then decreases. This is caused by the upwards shift of
the two π resonances, where for small positive bias (0.2 V),
the spin-down state loses more occupation than the spin-up
state. For negative bias the π peaks shift downwards, causing
an increased filling of the spin-down state and a resulting
decrease of the spin moment. The total moment of 1μB is
finally reached for both negative and positive bias when the
vacancy π states near the EF become doubly unoccupied or
occupied, with only the σ band contribution. Despite the lack
of a spin-flip transition for the CV, the magnitude of the π

moment of the HS state can be tuned via the bias, promising
for the STM manipulation.

In the LS case, the position of the vacancy energy levels
depend both on the tip voltage and the tip-vacancy distance.
Without bias, the distance between tip and graphene plane is
4.5 Å, and the vertical displacement of C1 is 0.72 Å. This
results in the antiparallel spins of the σ and π electrons.
Starting from it and increasing the positive bias, the moment
first decreases slightly, and then increase to settle close to
0.8μB at 0.6 V, see Fig. 4(a). The two π resonances shift
up, and for small positive bias the spin-up state loses more
occupation than the spin-down state. The reversal of spin
polarization of the π bands is responsible for this opposite
trend, compared with the HS, cf. Fig. 4(b). When applying a
small negative bias, the magnetic moment increases due to the
downshift of the two π levels. More importantly, according
to the comprehensive picture of electron doping in the LS
state in Fig. 3, the structural stability changes with higher
applied negative voltage. A spin transition from the LS to HS
states occurs at a bias of −0.4 V, corresponding to the atomic

FIG. 4. Carbon vacancy. (a) The magnetic moment as a function of applied voltage for the three different vacancy spin states and
conformations, HS, LS, and NS, respectively. (b) The density of states projected on the pz orbitals. The red and blue lines represent the
spin-up and spin-down states. (c) Charge-induced force in the LS state at ±0.4 V. The absolute force on the C1 atom is 0.24 nN at −0.4 V.
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geometry changing from a nonplanar structure to a nearly
flat structure. Such a scenario is supported by the change in
the electron density and atomic forces with bias. The charge-
density difference at ±0.4 V is almost the same as that of the
LS state after removing or adding an electron, respectively, as
shown in Fig. 3(b). Moreover, the charge-induced forces on
the carbon atoms close to the vacancy suggest that it remains
an out-of-plane structure at 0.4 V and favors a planar structure
at −0.4 V, as shown in Fig. 4(c). The absolute force of 0.24
nN is exerted on the C1 atom at −0.4 V, which drives the C1
atom down to the graphene plane. These forces are calculated
in the Born-Oppenheimer approximation from the nonequi-
librium electron density [23], and can be compared directly
with experiments [44,45]. Our spin-transport calculations thus
suggest that the two vacancy spin states, HS and LS, can be
manipulated reversibly by a coordination mechanism between
an intermediate tip-defect distance and a moderate tip volt-
age. In an earlier work, a two-terminal graphene CV device
showed that the π states can be modified by an in-plane bias
voltage, however, only to a little degree [19]. It indicates that it
is hard to manipulate the vacancy states without a tip or gating.

In conclusion, we have performed first-principles DFT-
non-equilibrium Green’s function calculations to study the

manipulation of the localized π magnetism at two types of
defects in graphene by using a STM tip. It is found that the
magnetism of the π states strongly depend on both the tip
voltage and the tip-defect distance. In the H case, the magnetic
moment can be switched on and off with a tip voltage or a gate
plane. For the carbon vacancy, the repulsive Coulomb interac-
tion between the unsaturated σ and π electrons is responsible
for the stable spin splitting of the π bands around the Fermi
level. Importantly, a spin switching from the LS to HS states in
CV system can be achieved by tuning the tip-vacancy distance
and the tip bias. The issues on possible long length scale and
long timescale magnetic order are also important and will
be pursued in future investigations. Our findings support the
prospect of the local control of graphene magnetism on the
atomic scale. We believe that it is versatile and could find
potential applications in spintronics and magnetic sensing.
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