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Spectral characterization of the Rashba spin-split band in a lead halide perovskite single crystal by
photocurrent heterodyne interference spectroscopy
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‘We characterized the temperature dependence of the complex dielectric susceptibility spectrum of a perovskite
CH;NH;PbBr; single crystal by using heterodyne interference spectroscopy. Owing to a time-domain measure-
ment that is not influenced by incoherent lattice relaxations, we were able to detect a low-energy indirect-gap
band. We observed two peaks in the energy region below the exciton transition at the R point in the imaginary part
of the spectrum. The temperature dependences of the energies of these peaks were different from the dependence
of the energy of the direct-transition exciton. The trends of both the splitting width and peak intensities can be

explained by assuming a Rashba spin-split band.
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Owing to the excellent optoelectronic properties of lead
halide perovskites and their relatively easy fabrication [1,2],
these materials have been considered advantageous for ap-
plication to optoelectronic devices, such as solar cells [3,4],
photodetectors [5], light-emitting diodes [6], lasers [7,8], light
modulators [9,10], and high order harmonic light sources [11].
By thoroughly understanding the electronic structure and the
dynamics of carriers and excitons in lead halide perovskites,
we can expect that fabrication of high-performance devices
becomes possible. In particular, the extremely long carrier
lifetimes and diffusion lengths in lead halide perovskites have
the potential to greatly improve the performance of devices
such as solar cells and photodetectors [12—16].

Regarding the reasons for the presence of carriers with long
lifetimes in this material, the polaron effect and the Rashba
effect have been raised as possible candidates. Polarons form
as a result of the strong electron-phonon interactions in per-
ovskites [17,18], and polaron formation reduces the carrier
mobility and recombination rate of electrons and holes [19].
On the other hand, the lifetime can also become longer due
to the Rashba effect [20-22] where the strong spin-orbit in-
teractions that originate from the heavy atoms in perovskites,
e.g., lead and iodine, lead to the formation of an indirect band
to band transition. The latter suppresses the radiative recom-
bination. The Rashba effect in perovskites has been reported
for a MAPbBr3; (MA = CH3;NHj3) single crystal [23] and also
for colloidal nanocrystals [24]. However, because the Rashba
effect is caused by inversion-symmetry breaking, the actual
significance of the Rashba effect for the photocarrier transport
and recombination processes in bulk perovskite crystals re-
mains controversial [25]. Precise spectroscopic measurements
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of the electronic states near the band edge during photoexcita-
tion are a key to advancing our understanding of the peculiar
behaviors and the Rashba band splitting in lead halide per-
ovskites. Besides the origin of the long carrier lifetimes in
perovskites, a deep understanding of the Rashba effect in
perovskites could provide better insights into spin-related phe-
nomena, exciton fine structures, and spintronic applications
[26-32].

In this Letter, we clarify the electronic structure near
the band edge of a perovskite MAPbBr; single crystal by
using heterodyne interference spectroscopy. Heterodyne in-
terference spectroscopy is a highly sensitive spectroscopic
technique that uses an optical pulse pair where the relative
phase of the two pulses is synchronously locked [33]. Because
the sample response is probed by photocurrent (PC), it is pos-
sible to measure the real and imaginary parts of the dielectric
susceptibility [34]. By using heterodyne interference spec-
troscopy, the electronic structure can be directly characterized
without influences of incoherent lattice relaxations, since the
signal is a result of the interference between the photoexcited
states. We find that the dielectric susceptibility spectra of the
MAPDBTr3 single crystal exhibit two peaks on the low-energy
side of the band gap when sample temperatures are below
~250 K. On the basis of temperature-dependence measure-
ments, we conclude that these peaks are not signals from
excitonic states, polarons, or shallow traps. We explain why
we consider that they originate from the Rashba spin-split
band.

The sample used in this work was a MAPbBr; single crys-
tal that was prepared by the inverse temperature crystallization
method [35]. Basic properties of the sample are explained
in the Supplemental Material [36]. By using a single crystal
instead of a thin polycrystalline film, it is possible to reduce
surface light-scattering effects. Furthermore, in the case of
measuring the photoluminescence (PL) of a single crystal at
low temperatures, emission from impurities or defects is usu-
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FIG. 1. Experimental setup. AOM: acousto-optic modulator;
Mono.: monochromator; PD: photodiode; I-V Amp.: current—voltage
amplifier; Sig.: signal; Ref.: reference.

ally observed, which complicates the data analysis. However,
by measuring the PC, the free-exciton structure at the band
edge can be accurately characterized [37].

As an excitation light source, we used the output beam
of a regenerative amplifier (wavelength 800 nm, repetition
rate 200 kHz, pulse width 200 fs) pumped by a mode-locked
Ti:sapphire laser. Then, by illuminating a sapphire substrate
with this excitation beam, we obtained supercontinuum light.
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FIG. 2. (a) Temperature dependence of the imaginary part of the

As shown in Fig. 1, the supercontinuum light pulse was passed
through a Mach-Zehnder interferometer to generate an optical
pulse pair. A delay stage was placed in one of the arms of the
interferometer to control the time delay 7 between the two
light pulses. Moreover, an acousto-optic modulator (AOM)
was inserted in each arm of the interferometer [33,34]. The
two AOMs modulated the frequencies of the pulse pairs by
exactly w; = 40.000 MHz and §w, = 40.001 MHz. Because
the frequency shifts differed by 1 kHz, the PC generated by the
excitation pulse pair was demodulated by a lock-in amplifier
with the 1-kHz reference signal measured by the detector
behind the monochromator shown in Fig. 1. An interferogram
of the obtained PC signal can be recorded by scanning the
time delay t. The details of the analysis method are explained
in the Supplemental Material [36].

In Fig. S1(a) in the Supplemental Material [36], we show
the interferogram of the PC obtained from the MAPbBr;
single crystal at 140 K. We used a reference light energy of
o' = 2.116eV, which is smaller than the exciton resonance
energy (i.e., the lowest direct optical transition at the R point),
Ey. Ey can be determined from the position of the negative
peak in the first derivative of the reflectance (see Fig. S2 in
the Supplemental Material [36]). The value obtained here is
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dielectric susceptibility, Im(¥), obtained by the Fourier transform of

the interferograms in the temperature range from 160 to 250 K. (b) Temperature dependence of Im(j) from 6.5 to 140 K. (c) Temperature
dependence of the real part of ¥, Re(j%), from 160 to 250 K, and (d) that from 6.5 to 140 K. The red arrows in the figures indicate the peak
trends observed for decreasing temperatures. The blue arrows in (c) indicate the peak positions at 250 and 160 K.
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consistent with the value reported in the literature [38]. Figure
S1(b) shows the interferogram of the excitation pulse pair,
which was simultaneously measured by another photodiode,
as shown in Fig. 1. The real and imaginary parts of the dielec-
tric susceptibility ¥ are obtained by calculating the integral
transform of the PC interferogram [36].

Figure 2 shows the details of the temperature dependence
of the spectrum of ¥ of the MAPbBr; single crystal. The
four separate figures show the real and imaginary parts in two
different temperature regimes, because the MAPbBr; crystal
is tetragonal in the range from ~160 to ~240 K, and or-
thorhombic for temperatures below ~160 K [39]. As shown
in Figs. 2(a) and 2(b), the imaginary part of ¥ has its onset
near Ey (Ep ~ 2.3eV at 160 K), and we can see two peaks
at around 2.2 eV in Fig. 2(a). Note that these data corre-
spond to the absorption spectra, but owing to the coherent
detection technique they exhibit additional features: The peak
structures are not observed in the absorption spectrum. (The
absorption coefficient at around 2.2 eV is less than 10>cm™!.)
Figures 2(c) and 2(d) present the real part of the dielectric
susceptibility. The spectra show a peak at the absorption edge,
and they match the shape of the real part of ¥ calculated from
the results of ellipsometry measurements [40].

Figure 3(a) plots the temperature dependence of the total
PC generated by excitation with the pulse pair for 7 = 0 ps.
The signal intensity in the orthorhombic phase is two orders
of magnitude larger than that in the tetragonal phase. This is
attributed to the increase in the mobility of the photocarriers
by the structural phase transition from tetragonal phase to
orthorhombic phase [41,42]. However, in the tetragonal and
orthorhombic phases, the PC signal intensity decreases with
decreasing temperature. This trend cannot be explained by
the temperature dependence of the carrier mobility. As shown
later, this temperature dependence can be interpreted as an
increase in the radiative recombination rate as the temperature
decreases.

In the following, we focus on the peaks in the energy region
below Ey in Fig. 2(a). Figure 3(b) shows the data at 250 and
160 K together with fitting results. We identified two peaks,
hereafter referred to as peak A and peak B. In addition, a weak
direct optical transition exists in the energy region below Ej.
The blue arrows in Fig. 3(b) correspond to the peak energies in
Fig. 2(c). To evaluate the energy of the weak direct transition,
Ep, the peak in Fig. 2(c) was fitted by using a Lorentzian
function, because the real part of ¥ has an extremum at the
onset of the direct optical transition [43]. As summarized in
Fig. 3(c), both Ey and Ep shift towards lower energies as the
temperature decreases [44,45]. On the other hand, the energies
of peaks A and B, E, and Ejp, shift to higher energies as the
temperature decreases. Here, we obtained E4 and Ep by fitting
two Gaussian functions to the peaks, as shown in Fig. 3(b).
Additionally, we were not able to clearly observe peaks A and
B in the orthorhombic phase [Fig. 2(b)]. We consider that, in
the orthorhombic phase, the peaks merge with the band edge,
since here the energy difference is smaller.

We can consider several origins for peaks A and B. The
first possibility is an exciton-related transition, such as that
of a biexciton, bound exciton, or exciton-exciton scattering
[46,47]. These transitions appear in the energy region below
Ey. Because the temperature dependences of the binding en-
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FIG. 3. (a) Temperature dependence of the total PC generated
by excitation with the supercontinuum pulses at a delay time of 0
ps. (b) Fitting results for the imaginary part of the dielectric sus-
ceptibility at 160 and 250 K (for other temperatures, see Fig. S3
in the Supplemental Material [36]). (c) Temperature dependences of
the direct transition energy (Ep, blue closed circles), the excitonic
resonance energy (Ey, black open squares) which corresponds to the
direct transition energy at the R point, the energy of peak A (E,, red
closed circles), and peak B (Ej, green closed circles). (d) Schematic
diagram of the Rashba spin-split bands and the optical transition
energies, Ey, Ep, E4, and Eg. Ep is the direct transition between
the Rashba spin-split bands at the point where the conduction and
valence bands are parallel to each other. The initial state of the
indirect transition is the valence band maximum with a spin-splitting
(thus it is different from the R point). (¢) Temperature dependences
of the splitting energy (AE). (f) Temperature dependences of the
intensities of peaks A and B normalized by total PC signal at a delay
time of O ps.

ergies are usually not very large [48,49], it can be considered
that these transition energies will shift towards lower energies
in the same way as Ej does as the temperature decreases.
Consequently, it is unlikely that exciton-related transitions
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are responsible for peaks A and B. Transitions due to surface
states [50,51], shallow traps, and defects [52], or mixtures of
different phases [53], are not plausible origins either, because
they exhibit temperature changes similar to the one of E.

Another possible origin is the polaron effect [54]. Large
polarons have been observed in several experiments. The
temperature dependences of the binding energy and signal
intensity of the large polaron are different from those observed
for peaks A and B [55]. Consequently, the large polaron is not
areasonable explanation for the origin of these peaks. Further-
more, for MAPbBr; it has been reported that the formation
time of large polarons is 0.3 ps [19]. We can conclude that
large polarons were not observed in our experiment, because
the coherence disappears during the polaron formation (see
Fig. S1(a) in the Supplemental Material [36]).

Considering the above discussion, the Rashba effect can
be regarded as the most plausible origin of peaks A and B.
The existence of the Rashba effect has been proposed in sev-
eral theoretical investigations, and its influence on the optical
properties has been discussed [20,56,57]. As illustrated in
Fig. 3(d), due to the Rashba effect both the valence band
and the conduction band split into two spin-polarized bands.
Note that the splitting of the conduction band is considered
to be larger [20,56]. Therefore, a material with bands that
have been split by the Rashba effect exhibits indirect band-
gap transitions. In several previous reports, a peak similar
to peak A was observed on the low-energy side of Ep, and
time-resolved PL measurements have indicated the possibility
that this peak is an indirect band to band transition [58,59].
On the other hand, a detailed measurement of PL spectra
has revealed that the radiative recombination rate increases
when the temperature decreases, which is opposite to what is
expected for three-dimensional Rashba semiconductors [25].
Therefore, it is actively debated whether the optical band gap
is direct or indirect.

There are two possible ways to break the spatial inver-
sion symmetry: static symmetry breaking due to surfaces and
defects, and dynamic symmetry breaking due to thermal fluc-
tuations of the lattice such as those induced by the motion
of the organic cation [20,56,57]. Note that with lowering the
symmetry of the crystal, the rotation of the MA cation is
suppressed, but in the tetragonal phase the MA cation exhibits
a threefold rotation mode [60]. It has been reported that the
thermal fluctuation of the Pb-Br cage mode can also cause
a dynamic Rashba effect [59]. Furthermore, lead halide per-
ovskites have halide vacancies and defects [61,62], and they
induce local symmetry breaking and a static local electric
field.

The temperature dependences of the splitting widths be-
tween E, and the peak energies in Fig. 3(c) are shown
in Fig. 3(e) as the red (AE = Ey — E4) and green (AE =
Ey — Ep) curves; for both curves, the splitting width AE
increases as the temperature increases. Both curves exhibit
the same inclination and their offset is almost constant within
the measurement error. From this temperature dependence,
we expect that dynamic symmetry breaking is one of the
origins of the presently observed Rashba effect [23,59]. To
perform a fit of the data, we assumed that the splitting width
AE depends on the phonon population; the fitting result
obtained using the Bose distribution function AE = AEj +

A/lexp(ELo/ksT) — 1] is shown with the solid curves. Here,
Eio is the literature value of the longitudinal optical (LO)
phonon energy (20.1 meV) [63], and we used it as a constant.
AE) is the temperature-independent term, kg is the Boltz-
mann constant, and A is a normalization constant. Because
the fitting curves agree well with the experimental curves,
we conclude that the splitting width AE originates from
the LO phonon. The parameters obtained from the fitting
procedure are A = 192 £ 7(179 £ 26) meV and AE) = 25 +
3(81 £ 12) meV for peak A (B).

As can be seen in Fig. 3(b), the intensity of peak A in-
creases with decreasing temperature while that of peak B
hardly changes. Because we used PC to probe the sample
response, the signal intensity depends on factors such as the
mobility of the photocarriers. To remove such influences, we
normalized the intensities of peaks A and B by the total PC in
Fig. 3(a). The results are summarized in Fig. 3(f). Considering
the fact that the transitions in Fig. 3(b) have a well-defined
peak structure, it can be considered that the indirect transitions
to the conduction band minima [Fig. 3(d), absorption process
indicated with red and green arrows] have a high probability.
The dynamic Rashba effect is caused by thermal fluctuations
of the MA cation and the Pb-Br cage mode, where the fluc-
tuations occur on the 100-fs timescale [56,64]. Therefore,
we can observe the interference signal when the spin-split is
the strongest, because the position of the MA cation and the
Pb-Br is the most displaced at that time and the behavior of
the motion is almost stationary during the measurement. Fur-
thermore, under the condition /iw = Ey4, only the conduction
band minimum is involved in the generation of the interfer-
ence signal. This signal becomes weaker for Ep > hw > Ej,
since here multiple final states are excited because there are
multiple transition processes using LO phonons with different
momenta. This mechanism is responsible for the signal peak
at the indirect band edge. We consider that peaks A and B
correspond to phonon emission (Stokes) and absorption (anti-
Stokes) processes, because we found that E4 — Eg =~ 2E o,
independent of temperature as shown in Fig. 3(e). It should be
possible to describe the intensities of the normalized peaks by
Iy o« (NLo + 1)/AE”? and Iz « N o/AE"?, where Ny o is the
LO phonon occupation number and AE’ = E;y — hiw. Ey is
the energy difference between the initial |0) and intermediate
|i) states in the photon absorption process [43]. We fitted the
data by assuming that AE’ ~ Ey — E, for Iy and AE’ ~
Ey — Ep for Ig. The obtained fitting results are shown with the
solid curves in Fig. 3(f). Because the predicted trend agrees
fairly well with the experimental results, we conclude that
peaks A and B are indirect transitions to the spin-split band.
The intensity of peak A increases because the photoabsorption
process approaches the resonance condition. Note that, in this
temperature region, the contribution of Ny o to the temperature
dependence of the peak intensity is small compared to that
of the resonance condition. The temperature dependences of
the peak intensities in Fig. 3(f) cannot be explained by bound
excitons, polarons, and shallow traps. Only the Rashba effect
can quantitatively explain these temperature dependences.

The average value of the temperature-independent term
AE, for peaks A and B is 53 + 8 meV. This value presents
the energy shift due to the static Rashba effect. By us-
ing this value, we can estimate the energy shift due to the
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dynamic Rashba effect: We obtain 121 meV at 250 K and
58 meV at 160 K. At high temperatures near room temper-
ature, the contribution of the dynamic Rashba effect is larger
than that of the static one, but the oscillator strength of the
indirect transition is extremely small compared with that of
the direct optical transition at the R point. Considering the
significantly smaller oscillator strength of optical transition
involving the Rashba split band, it is likely that the Rashba
effect observed here is only determined by a limited volume.
Moreover, electron-phonon interactions, which are particu-
larly important in perovskites, form large polarons [19,54,55].
Thus, it is difficult to observe the Rashba splitting band in
the conventional PL and absorption measurements. On the
other hand, at low temperatures where the oscillator strength
of the indirect transition becomes stronger, the contribution of
the static Rashba effect is rather dominant compared with the
dynamic Rashba and polaron effects.

In conclusion, we have presented the complex dielectric
susceptibility spectra of a MAPbBrj; single crystal at different

temperatures. In the imaginary part of the dielectric suscep-
tibility spectra, two peaks appeared on the low-energy side
of the direct optical transition, and their intensities were much
smaller than the intensity of the direct transition at the R point.
The temperature dependence of the splitting width between
each peak energy and the excitonic transition at the R point
matched the dependence predicted by using the LO phonon
occupation number. Moreover, the temperature dependences
of the signal intensities of two peaks indicated that the peaks
are indirect transitions. Based on the above results, we con-
cluded that the peaks at the low-energy side of the band gap
are indirect transitions to the Rashba spin-split band.
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