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Jett = % metallic phase and unconventional superconductivity in GaTa;Seg
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By means of density functional theory plus dynamical mean-field theory (DFT 4+ DMFT) calculations and
resonant inelastic x-ray scattering (RIXS) experiments, we investigate the high-pressure phases of the spin-orbit-
coupled Jor = 3/2 insulator GaTasSes. Its metallic phase, derived from the Mott state by applying pressure,
is found to carry Jor = 3/2 moments. The characteristic excitation peak in the RIXS spectrum maintains its
destructive quantum interference of J.; at the Ta L, edge up to 10.4 GPa. Our exact diagonalization-based
DFT + DMFT calculations including spin-orbit coupling also reveal that the J.4+ = 3/2 character can be clearly
identified under high pressure. These results establish the intriguing nature of the correlated metallic magnetic
phase, which represents the first confirmed example of Jor = 3/2 moments residing in a metal. They also indicate
that the pressure-induced superconductivity is likely unconventional and influenced by these Jeir = 3/2 moments.

Based on a self-energy analysis, we furthermore propose the possibility of doping-induced superconductivity

related to a spin-freezing crossover.

DOI: 10.1103/PhysRevB.103.L081112

Introduction. Identifying and characterizing the phases and
phase transitions of materials is a central theme of condensed-
matter physics. The discovery of a new type of phase often
requires theoretical analyses of its essential nature, as well
as clarifications of the relationship to other known phases
and the possible transitions into nearby phases. As a well-
known example, unconventional metal states in cuprate phase
diagrams hold many mysteries [1-4]. Being clearly different
from a Fermi liquid, these anomalous metallic phases can be a
precursor or a competitor of unconventional superconductiv-
ity [5-7].

The lacunar spinels GaM4Xg (M = V, Nb, Ta, Mo; X =S,
Se, Te) are a fascinating class of materials which exhibit
multiferroic, skyrmion, and resistive switching phenomena
[8—14]. GaTasSeg, in particular, has been highlighted as an
interesting example that undergoes a paramagnetic Mott in-
sulator to metal transition (IMT) under pressure [15-18].
Furthermore, recent studies have elucidated the significant
effect of spin-orbit coupling (SOC) and have shown that its
ground state carries spin-orbit-entangled (so-called) Joir = 3/2
moments [19-21], which is the first confirmed example of this
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kind. Considering the observed IMT followed by a supercon-
ducting transition as a function of pressure, the identification
of the J.r = 3/2 Mott phase under ambient conditions im-
mediately generates a series of important questions: If the
metallic phase is a conventional Fermi liquid, it is a more or
less trivial case, and the superconductivity observed at higher
pressures is also likely of the conventional type. On the other
hand, if it is a correlated metal which still hosts Jei = 3/2
moments, it can be regarded as a new type of metallic phase,
and the observed superconductivity is more likely to be un-
conventional.

In this Letter, we try to elucidate the nature of the
pressure-induced metallic phase which emerges out of the
Mott insulator without doping. By means of resonant inelastic
x-ray scattering (RIXS) experiments and density functional
theory plus dynamical mean-field theory (DFT + DMFT) cal-
culations, we investigate its detailed electronic and magnetic
properties. We find that the characteristic L3 peak is clearly
observed even in the metallic regime while the forbidden L,
peak is absent. This observation together with the simulation
results clearly identifies a distinct metallic state with Jeg =
3/2 magnetic moments. We discuss its implications regarding
the superconductivity at higher pressure. Finally, we explore
another intriguing possibility in this material. Our self-energy
analysis shows that electron doping can induce a spin-freezing
crossover, a phenomenon which has been previously linked
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FIG. 1. (a) Crystal structure of GaTasSes. Red, black, and green
spheres represent the Ga, Ta, and Se atoms, respectively. (b) A
schematic pressure-temperature phase diagram of GaTasSes. The
cyan, green, and red colored regions represent the J.s = 3/2 Mott-
insulating, metallic, and superconducting phases, respectively. It
should be noted that the phase boundary lines have not yet been well
identified due to the lack of experimental information. (c) Schematic
electronic structure near £r which is dominated by molecular orbital
states of the higher-lying #, type and the lower-lying e and a, types.
The 1, levels are further split into Joy = 1/2 and 3/2 by SOC. At
ambient pressure, the Mott gap is stabilized by the on-site Coulomb
interaction U.

to unconventional superconductivity [22]. These results will
hopefully stimulate experimental efforts to clarify the proper-
ties of this material under chemical or other types of doping.

Electronic structure and insulator-metal-superconductor
transition. GaTasSeg is composed of well-separated GaSey
and TaysSes molecular clusters as shown in Fig. 1(a). The
Fermi level (Er) is dominated by #, molecular orbitals which
are derived from Ta f,, atomic orbitals [14-18,20,21,23,24].
On top of the spin-orbit split molecular Jei = 3/2 quartet
and the Jeir = 1/2 doublet, the on-site Coulomb interaction
(U) induces a Mott gap in the quarter-filled Joir = 3/2 bands
(see Fig. 1(c) [20,21]). This spin-orbit-entangled molecular
Jeit = 3/2 Mott phase was first predicted by DFT + SOC + U
calculations [20] and then confirmed by RIXS experiments
[21]. Here the “on-site” Coulomb repulsion U represents the
interaction within molecular #, orbitals rather than atomic Ta
orbitals [16,18,23].

Largely unexplored are the IMT and the metal-to-
superconductor transition, both of which are induced by ap-
plying pressure [without doping; see Fig. 1(b)] [15-18]. The
pressure-dependent crystal structure data [16] indicate that the
Mott IMT is caused by the increased hopping integrals be-
tween the TasSe4 molecular units. This bandwidth-controlled
IMT was studied based on the three-orbital Hubbard model
within DMFT-QMC (quantum Monte Carlo) [18]. However,
the effect of SOC was not taken into account and therefore the
Jett = 3/2 state could not be realized.

DFT + DMFT phase diagram: The effect of SOC. With this
motivation, we first performed DFT + DMFT calculations
with SOC (see Supplemental Material for computation details
[25]). The calculated phase diagram is presented in Fig. 2.
The red and blue colored regions represent the insulating and
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FIG. 2. Calculated phase diagram for GaTa,Seg as a function
of U and pressure within DFT + DMFT + SOC (at zero tem-
perature). Blue circles, red diamonds, and green triangles represent
the calculated points corresponding to the metallic, insulating, and
coexistence phases, respectively. The realistic value of U ~ 0.8 eV
is depicted by a gray arrow.

metallic phases, respectively. We note that at U > 0.7 eV the
pressure can always induce the transition and that the critical
value of U, is gradually increased as the pressure increases.

By including SOC, the calculated phase diagram shows a
good quantitative agreement with the experiments. Consider-
ing the neglected frequency dependence of U in the DMFT
procedure, we expect that the realistic effective interaction
strength is slightly larger than the constrained random phase
approximation (cRPA) value of Ugps = 0.7 eV; U =~ 0.7-
0.9 eV [26]. With U = 0.8 eV, the IMT occurs at P ~ 5 GPa
as shown in Fig. 2. This is in good agreement with pre-
vious experimental data reporting a critical pressure P. of
5-7 GPa [17,18]. It is important to note that, in the previous
DMEFT calculations (without SOC), the critical U, of 1.2 eV
[18] is significantly larger than our value. Also, if we follow
Ref. [18] and identify the calculated coexistence region with
the hysteresis region observed at intermediate pressure in the
resistivity measurement [18], our results are in even better
agreement with the experiment. Hence, without the effect of
SOC, the experimental phase boundary cannot be well repro-
duced and the J.sr = 3/2 moments are not formed.

Metallic Jegr = 3/2 states: RIXS experiment. The direct
evidence of the Jo = 3/2 Mott phase at ambient pressure
came from RIXS [21]. As an element-specific photon-in and
photon-out measurement using dipole transitions between Ta
5d and 2p3;; (L3) or 2py 2 (L), RIXS was able to detect and
compare the excitation spectra at both edges. The compelling
evidence for J. = 3/2 was the presence and the absence of
an ~1.3-eV peak at L3 and L,, respectively, which is directly
based on the quantum mechanical selection rules [21]. Here
we adopt the same approach to probe J. = 3/2 moments
in the metallic regime and perform pressure-dependent RIXS
measurements (see Supplemental Material for experimental
details [25]).

Figure 3(a) shows the RIXS spectra at the L; edge under
pressure. The positive sign in the energy represents energy
loss. Strong low-energy intensities for all high pressures are
mostly attributed to an extrinsic scattering from high-pressure
environments such as the Be gasket and the diamond anvils,
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FIG. 3. [(a),(b)] Pressure-dependent RIXS data at the (a) L; and

(b) L, edges. The different symbols and colors represent different
pressure values.

and those intensity tails largely affect the spectral features
below 0.4 eV [27]. The insulating phase (1.8 GPa) spectrum
shows two broad features around 0.7 and 1.3 eV. At higher
pressures, low-energy high-pressure environment scattering
intensities become stronger, leading to seemingly larger in-
tensities around 0.7 eV, because the gasket and the diamond
anvil become closer to the sample at high pressure. The sharp
peak around 0.7 eV seen at 3.3 and 5.7 GPa comes from
high-pressure environments. On the other hand, the 1.3-eV
peak feature is marginally affected by the tail of the extrinsic
scattering and free from any sharp high-pressure environment
scattering peak. The 1.3-eV peak originates from the orbital
excitation in between the occupied e and a; states and the
unoccupied Jor = 1/2 state [21]. The ambient pressure RIXS
measurement showed that the 1.3-eV peak intensity is largely
modulated with the crystal momentum transfer and the sample
angle [21]. The 1.3-eV peak intensity is weak in the sample
orientation used for the spectra in Fig. 3(a). It is important to
note that the 1.3-eV broad feature is, although weak, visible up
to the metallic phase (5.7 and 7.1 GPa) and its energy position
and width more or less stay the same. For further analysis, see
Supplemental Material [25].

Figure 3(b) presents our main experimental RIXS spectra
at the L, edge under high pressure. In this high-pressure sam-
ple, the extrinsic scatterings from high-pressure environments
happen to be weaker compared to the case of the L;-edge
measurement, and therefore, we resolve orbital excitations
above 0.4 eV without high-pressure environment contamina-
tion: the low-energy extrinsic scattering intensities are similar
for all high pressures and no sharp high-pressure environment
scattering peak is seen. The 0.7-eV peak at the L, edge was
assigned, in the previous work, to excitations from the oc-
cupied e and a; states to the unoccupied Je = 3/2 states
[21]. Upon entering the coexistence regime (P ~ 2 GPa; or-
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FIG. 4. (a)—(c) Calculated spectral functions at (a) P =0, (b) 5,
and (c) 14.5 GPa. The filled blue and red solid lines represent the
molecular Jor = 3/2 and J.r = 1/2 states, respectively. The dashed
magenta and green lines present the a; and e states, respectively. The
arrows connect the center-of-mass positions of the Jor = 1/2 and e
states.

ange symbols), the peak becomes broadened with its intensity
reduced. Up to 6 GPa, the peak width and energy are in-
sensitive to the pressure. In the metallic phase (P = 8 and
10.4 GPa; gray and black symbols), the peak width is further
broadened. A more itinerant Jeir = 3/2 state may contribute
to the peak broadening in the high-pressure metallic phase by
affecting the local coherent RIXS process. Consistent with the
ambient pressure RIXS study, the insulating phase spectrum
(P = 0.9 GPa; red symbols) shows that the 1.3-eV orbital
excitation seen at the L3 edge is totally suppressed at the L,
edge due to the destructive quantum interference of the Jes
state. Importantly, the spectral intensity profile in the 1.3-eV
excitation region is insensitive to the applied higher pressure
up to 10.4 GPa, confirming that the J¢ state persists in the
high-pressure metallic phase.

Arguably, this is the first verification of a metallic phase
hosting Jer = 3/2 moments. In the most-studied case of a
metallic phase derived from a magnetic Mott insulator (e.g.,
cuprates), the magnetic order is quickly destroyed by doping.
Recalling that the doping of a Mott insulator with S = 1/2
moments can lead to different intriguing phases such as the
pseudogap phase and the strange metal phase, or supercon-
ductivity, our finding of a metallic Jor = 3/2 phase deserves
further investigations regarding its nature and relation to su-
perconductivity, which are discussed further below.

Metallic Jos = 3/2 states: DFT + DMFT calculations. In
order to further elucidate the characteristics of this metallic
phase, we performed many-body electronic structure calcu-
lations. The DFT + DMFT spectral functions are presented
in Fig. 4. At ambient pressure [Fig. 4(a)], the Mott gap is
clearly observed and the upper and lower Hubbard bands are
of Jeir = 3/2 character. The gap size of 0.4-0.6 eV is in good
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agreement with optical conductivity data [17]. At P > 5 GPa
[Figs. 4(b) and 4(c)], the gap is closed and the system becomes
metallic, with a characteristic quasiparticle peak forming at
Er. It should be noted that this correlated metallic feature of
the spectral function cannot be captured by the static approxi-
mation. See Supplemental Material for more details [25].

An important observation is that the center-of-mass posi-
tion of the higher-lying Jor = 1/2 states does not move but
remains basically unchanged, even though the spectral weight
of the Joir = 1/2 states is significantly redistributed by varying
pressure. The arrows in Fig. 4 connect the center-of-mass
positions of the e (dashed green lines) and Jog = 1/2 (red
solid lines) states, and their length is almost independent of
the pressure.

This is particularly important because the Joi = 1/2 — ¢
transition is mainly responsible for the L3 peak at +1.3 eV
observed in our RIXS measurement [see Fig. 3(a)] [21].
Therefore, our DMFT calculation (including SOC) strongly
supports our interpretation of the RIXS spectra; namely, the
1.3-eV peak should persist even for the reshaped spectral
functions in the metallic phase [28]. An additional supporting
analysis can be found in Ref. [25].

Another noticeable feature is that the low-energy states
(forming the “coherent peak’) in the metallic phase are still
of the Jeir = 3/2 character [see Figs. 4(b) and 4(c)]. This may
have important implications for superconductivity. Recalling
the cuprate phase diagram, for example, the Mott-insulating
state with antiferromagnetic spin order is destroyed by doping
and followed by a pseudogap phase before superconductivity
appears at low temperature. At higher temperatures, the pseu-
dogap state is followed by the so-called strange metal, whose
characteristics are clearly distinct from a Fermi liquid. In
studies of the two-dimensional Hubbard model, it has recently
been shown that these non-Fermi liquid phases host long-lived
composite spin-1 moments [29,30]. In this regard, identifying
the Jeir = 3/2 nature of the metallic phase of GaTasSeg may
be relevant for understanding the superconductivity observed
at higher pressures.

To gain further insights into the character of this distinct
metallic phase, we perform a self-energy analysis. The renor-
malization factor Z, defined as lim,_¢[1 — %Rei)(a))]_l,
shows that this pressure-induced phase exhibits sizable elec-
tronic correlations, which is reminiscent of the pseudogap
or strange metal region of cuprates. Figure 5(a) shows that
Zjs=3,2 (blue circles) is well below 1.0 while it gradually
increases as a function of pressure. This is in contrast to the
result for the J.gr = 1/2 bands (red triangles) whose Z values
remain close to unity in a wide pressure range.

For cuprates, the relation between the pseudogap phase and
superconductivity has long been a central topic of research
[2-4,6,30,31]. Also, recent theoretical studies on half Heusler
alloys suggest possible superconductivity arising from a J =
3/2 band structure [32-36]. Here it is presumed that the ob-
served superconducitivity at higher pressure is unconventional
since it emerges out of a distinct correlated metallic phase
with Jog = 3/2 in proximity to a Mott insulator.

Doping and spin-freezing superconductivity. Finally, we
explore and suggest another intriguing possibility in this ma-
terial. Recent multiband DMFT calculations have shown that
unconventional superconductivity can arise from a so-called
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FIG. 5. (a) Calculated renormalization factor Z as a function
of pressure. Blue circles (red triangles) show the Z values of the
Jeit = 3/2 (Jer = 1/2) bands. [(b),(c)] The calculated exponent « as
a function of (b) pressure and (c) electron number. The horizontal
red dashed lines show o = 0.5, namely, the exponent value typi-
cally associated with a spin-freezing crossover [37]. The density of
electrons § = 1 corresponds to pristine GaTasSes. For the exponent
fitting, Jy/U = 0.1 is used with U = 0.8 eV.

spin-freezing crossover [22,29,37-39], although this mech-
anism still requires experimental confirmation. In order to
check this scenario in the case of GaTasSeg, we perform a self-
energy analysis. Following Ref. [37], —ImX(iw,) is fitted in
the low-energy region with the function I' + C(w,,)*, where I',
C, and « are constants, and w,, denotes Matsubara frequencies.
A Fermi liquid is characterized by ImX(iw,) ~ w,, namely,
I' ~ 0 and a ~ 1.0 [40—42]. In the moment-freezing regime,
on the other hand, the self-energy behavior clearly deviates
from this linear dependence [40,41], with o« < 1.

The calculated « is presented as a function of pressure in
Fig. 5(b) with Ji/U = 0.1 where we considered the range of
0.1 £ w,/D < 0.3 (D is the half bandwidth) for the fitting.
The error bars reflect the deviations caused by varying the
fitting range [25]. In the metallic regime of P > 5 GPa, «
increases as a function of pressure, which is reasonable in the
sense that the system becomes more metallic or closer to a
Fermi liquid. Note that « is well above the value o = 1/2
typically associated with the spin-freezing crossover, which
may indicate that the known pressure-induced superconduc-
tivity is not primarily driven by local moment fluctuations. In
fact, in this § = 1 system with one electron per #, molecular
orbital, the role of the Hund’s interaction Jy likely becomes
less pronounced [40,42], although a J-freezing crossover has
been reported in model calculations [38] with SOC.

On the other hand, we clearly find that introducing extra
charges induces a moment-freezing crossover in GaTasSes.
Figure 5(c) shows the calculated exponent « as a function
of § (the electron number per ¢, molecular orbital). While I'
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remains quite small, « is gradually decreased as § increases.
In particular, at around § &~ 1.8-2.0, a substantial drop is
observed, indicative of a spin-freezing crossover [37]. This
result is also consistent with the previous model study on
a Bethe lattice [38]. Thus, an unconventional type of su-
perconductivity, possibly distinct from the pressure-induced
superconductivity at zero doping, can be expected to occur
under electron doping.

In order to introduce extra electrons into GaTasXg, the
chemical substitution of Ge for Ga can be considered and has
been already reported for (Ga/Ge)V4Sg [43]. Doping alkali-
or alkaline-earth metals is another possible way to achieve
a spin-freezing crossover. As a ‘“deficient” spinel structure
(i.e., AB, X, spinel with half-deficient A sites), lacunar spinels
can likely host additional alkali- or alkaline-earth metals.
While a spin-freezing crossover has been previously sug-
gested for multiband transition-metal perovskite oxides [40],
it is awaiting experimental confirmation. Here we note that
this prediction is based on the idealized model density of
states (DOS) of the Bethe lattice. While the spin-freezing
crossover appears in between two extreme limits of spin
states, this idealized DOS shape can easily be broken up
in a real material. Then the system is driven to more sta-
ble ordered phases such as antiferromagnetic, ferromagnetic,
and/or orbital ordered phases, rather than the less stable su-
perconducting phase. This may be the reason why in many
multiband perovskite oxides no superconductivity has been
identified. In this regard, GaTasXg can be an interesting play-
ground because its DOS shape is better retained due to its
molecular nature. Namely, even under pressure, the lattice
degree of freedom is less active and the electronic degeneracy
is well maintained. In fact, the main change of the lattice
structure as a function of pressure is the reduction of the

intercluster distance, while the molecular units are largely
unchanged [16]. Thus GaTasSeg can be an ideal platform to
explore this type of unconventional superconductivity.

Summary. We demonstrated that the metallic phase of
GaTasSeg carries Jef = 3/2 moments and exhibits sizable
correlations. Our RIXS spectra clearly show that the char-
acteristic orbital excitation features are well maintained
under pressure, which is consistent with the results of our
DFT + DMFT calculations. The pressure-induced phase can
therefore be regarded as a distinct type of correlated metal-
lic phase. Simultaneously, this conclusion suggests that the
superconductivity appearing at higher pressure is likely un-
conventional. Furthermore, our self-energy analysis indicates
that an unconventional type of superconductivity may emerge
from a J-freezing crossover under electron doping. Our results
highlight a distinct material phase, which provides an exciting
playground for exploring unconventional types of supercon-
ducting instabilities.
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