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Hot electron cooling in InSb probed by ultrafast time-resolved terahertz cyclotron resonance
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Measuring terahertz (THz) conductivity on an ultrafast timescale is an excellent way to observe charge-carrier
dynamics in semiconductors as a function of time after photoexcitation. However, a conductivity measurement
alone cannot separate the effects of charge-carrier recombination from effective mass changes as charges cool
and experience different regions of the electronic band structure. Here we present a form of time-resolved
magneto-THz spectroscopy that allows us to measure cyclotron effective mass on a picosecond timescale. We
demonstrate this technique by observing electron cooling in the technologically significant narrow-bandgap
semiconductor indium antimonide. A significant reduction of electron effective mass from 0.032 to 0.017 me

is observed in the first 200 ps after injecting hot electrons. The measured electron effective mass in InSb as a
function of photoinjected electron density agrees well with conduction band nonparabolicity predictions from
ab initio calculations of the quasiparticle band structure.
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I. INTRODUCTION

Hot charge carriers play an important role in semiconduc-
tor devices such as Gunn diodes [1,2], avalanche photodiodes
[3,4], and hot carrier solar cells [5,6]. However, they can
diminish the performance of other devices such as field effect
transistors [7]. Therefore, a deep understanding of the tempo-
ral evolution and cooling of hot carriers in semiconductors is
an important area of research, which is linked closely to the
development of a wide range of semiconductor devices.

Hot carriers in a semiconductor may arise by absorption of
photons with energy significantly larger than the bandgap; by
charges gaining kinetic energy, for example via application of
an electric field; or via electrical injection from high-energy
side valleys in the band structure, or a heterojunction. While
electron and hole distributions are initially likely to be non-
thermal (i.e., not characterized by a Fermi-Dirac distribution),
thermalization typically occurs on 10 fs timescale [8–10] after
which it is possible to define electron and hole temperatures,
which are higher than the lattice temperature.

Conduction band minima and valence band maxima can be
approximated by a parabolic dispersion for energies very close
to the minima or maxima; however, this approximation be-
comes less valid at higher energy. Thus, band nonparabolicity
is particularly important for hot-carrier devices. For example,
as a charge is accelerated to an energy beyond the parabolic
region, it becomes effectively heavier as the band flattens
from a parabolic shape, leading to a reduction in the charge
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mobility. A population of hot carriers therefore has a wide
distribution of effective masses.

Hot carrier effects are pronounced in many narrow-
bandgap semiconductors. InSb is a typical direct-gap semi-
conductor, whose bandgap is only 0.17 eV at room temper-
ature and 0.235 eV at 4 K [11]. Its small electron effective
mass, large electron mobility and high thermal conductivity
make it an ideal candidate for high-speed electronic devices
such as ultrafast transistors [12] and photodetectors [13,14].
Its narrow bandgap is also suitable for infrared detection
and thermal imaging [15]. Furthermore, quantum-well het-
erostructures of InSb and AlInSb show a strong quantum
Hall effect [16]. Owing to these optoelectronic properties,
extensive studies have been performed on InSb over the last
few decades. For example Dresselhaus et al. found that the
effective mass of InSb at the bottom of the conduction band
was 0.013 me by measuring cyclotron resonance at microwave
frequencies [17]. The extremely small effective mass implies
an ultrahigh charge mobility, which has been reported to be
7.8 × 104 cm2 V−1 s−1 at ambient temperature [18].

The nonparabolicity of the conduction band of InSb has
also been studied extensively over the past half century.
Early cyclotron resonance experiments at infrared frequencies
revealed an increase of effective mass with magnetic field
[19–21] which agreed with Kane’s k·p perturbation theory
model [22]. In Kane’s model the introduction of nonparabol-
icity gives rise to an extra energy in the dispersion relation of
the lowest conduction band, which is expressed as E (k)(1 +
E (k)/Eg) = h̄2|k|2/(2m∗

0 ), where Eg is the bandgap energy,
h̄k is the crystal momentum, and m∗

0 is the effective mass
at the conduction band minimum, which is taken here as the
energy reference. Band nonparabolicity in InSb has also been
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observed through the observation of “forbidden” Landau tran-
sitions [23–25] and the magnetic-field-dependence of acoustic
absorption [26]. Another way that band nonparabolicity has
been probed is via microwave or infrared cyclotron absorp-
tion measurements of doped samples with different chemical
potentials. This is usually achieved by changing the extrin-
sic charge-carrier concentration. Since multiple samples with
different doping densities are needed for this method, it is less
convenient to probe the conduction band at a specific energy
state and the range of measurable states are limited by the
available doping densities of the samples [21,24,27,28].

Free electron lasers (FELs) have been used previously to
measure cyclotron resonance and hot-carrier cooling in un-
doped InSb with a picosecond time resolution. It was reported
that the electron cyclotron mass of InSb increases at later
times after photoexcitation, an effect attributed to the renor-
malization of the bandgap energy [29]. In contrast, similar
measurements performed on InSb quantum wells showed a
decrease in effective mass at later delay times. Moreover a sig-
nificant initial cyclotron resonance broadening was observed
at early times after photoexcitation, owing to initial Landau
occupancy and high momentum scattering rates [30].

More recently, magneto-terahertz (magneto-THz) spec-
troscopy has been realized to investigate cyclotron resonance
with subpicosecond resolution. Unlike the FEL technique
[29,30] where cyclotron resonance was investigated by chang-
ing the magnetic field at a fixed FEL wavelength, with the
time-resolved magneto-THz spectroscopy technique, the time
evolution of cyclotron resonance spectrum at a fixed mag-
netic field is recorded. This technique was used previously
to study the behavior of magnetoexcitons in GaAs quantum
wells [31,32] and Rashba spin-orbit splitting in germanium
quantum wells at high magnetic fields [33,34]. A mode soft-
ening effect of polaritons was also reported on germanium and
InSb quantum wells in the ultrastrong coupling regime where
a high magnetic field was applied [35].

In this work we utilized time-resolved magneto-THz
spectroscopy which is based on optical-pump-THz-probe
spectroscopy (OPTPS) to observe cyclotron resonance and
hot-carrier cooling in undoped InSb. Electron cooling was
observed on an ultrafast timescale (up to 200 ps after photoex-
citation) by varying the time delay between an optical pump
pulse and a THz probe. In addition, to gain deeper understand-
ing of the nonparabolicity of InSb, the measured effective
mass as a function of carrier density was compared with ab
initio calculations within the G0W0 approximation [36,37]
showing very good agreement. The time-resolved THz tech-
nique allows the cyclotron effective mass, charge scattering
rate and charge density to be measured with picosecond time
resolution, thereby providing insight into hot-carrier cooling
in InSb.

II. TIME-RESOLVED
MAGNETOTERAHERTZ SPECTROSCOPY

OPTPS is an excellent noncontact probe of photoconduc-
tivity in semiconductors. It measures photoconductivity �σ

on a subpicosecond timescale allowing the direct observation
of charge cooling [38] and recombination dynamics [39,40].
In OPTPS, conductivity is probed using a subpicosecond

single-cycle electromagnetic (THz) pulse which travels in free
space, thereby avoiding the need to make physical electrical
contacts to the semiconductor. Hence, the technique is well
suited to nanomaterials and systems where Ohmic contacts are
difficult to achieve. Time-resolved measurements are obtained
by adjusting the time delay, tdelay, between an optical pulse,
which photoinjects electron-hole pairs in the semiconductor
and the THz probe pulse.

In traditional OPTPS measurements, a frequency averaged
conductivity can be measured [39,40] at each time after pho-
toexcitation or the full THz AC photoconductivity spectrum
can be recorded at each point after illumination. In most bulk
semiconductors, the AC photoconductivity spectrum fits well
to the Drude model,

�σxx(ω) = ne2

m∗
i

ω + iγ
, (1)

where n is the charge-carrier density determined by the pho-
toexcitation fluence, m∗ is the effective mass of the charge
carrier, and γ = 1/τ is the momentum scattering rate with
τ corresponding to the momentum scattering time. Thus, it
is possible to extract γ and the value of n/m∗ as a function
of time after photoexcitation. By measuring the absorption
coefficient of the semiconductor and the fluence of the laser
pulse it is also possible to determine n and hence establish
m∗ immediately after photoexcitation. However, at later times
n and m∗ cannot be separated as both quantities change as
a result of charge recombination and band nonparabolicity,
respectively. Thus, studying hot charge carrier relaxation with
this technique is challenging.

Here, we extend OPTPS to perform time-resolved cy-
clotron resonance spectroscopy and hence observe m∗, the
energy dependent cyclotron effective mass, on a picosecond
timescale. Figure 1(a) is a pictorial representation of the
time-resolved magneto-THz spectroscopy experiment. A fem-
tosecond laser pulse (optical pump) is first used to photoexcite
a semiconductor sample which is held at low temperature
in a magnetic field, B of magnitude B = |B|. A linearly
polarized THz probe pulse with k-vector parallel to the
magnetic field arrives at a set time, tdelay, after the optical
pump pulse and the amplitude of the electric field of the
THz pulse E(t, tdelay) is recorded after it has been transmit-
ted through the sample. Meanwhile, the electric field of the
THz pulse passed through the photoexcited semiconductor is
compared to that of the unilluminated semiconductor to give
a change in the THz signal �E(t, tdelay) = Elight (t, tdelay) −
Edark(t, tdelay), which can be measured simultaneously with
E(t, tdelay). Therefore, �E(t, tdelay) represents the change in
the THz pulse associated with the photoinjection of electron-
hole pairs. In the case of electron cyclotron resonance with
a magnetic field in the same direction as the THz pulse
k-vector, a right-handed circularly polarized component of
the incident THz pulse will be absorbed in the process
of promoting electrons to the next available Landau level.
Therefore, the recorded �E(t, tdelay, B) = Elight (t, tdelay, B) −
Edark (t, tdelay, B) directly measures cyclotron resonance of
photoinjected electrons at the frequency, ωc = eB/m∗. Both
�E(t, tdelay, B) and the cyclotron motion of the electrons are
right-handed circularly polarized, as illustrated in Fig. 1(a).
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FIG. 1. (a) A schematic diagram of the time-resolved magneto-THz spectroscopy experiment of an undoped InSb sample. The magnetic
field vector B and the k-vector of the THz pulse are in the same direction and perpendicular to the sample surface. The linearly polarized
incident THz pulse is a superposition of right-handed and left-handed circular polarization components. (b) Electric field of the transmitted THz
pulse without photoexcitation, Edark (t, tdelay, B), measured at a magnetic field B = 0.6 T. (c) The change of THz transmission �E(t, tdelay, B)
measured at 200 ps after photoexcitation with a fluence at 5.4 nJ cm−2 under a magnetic field B = 0.6 T. The x component and the y component
of the recorded THz signal are represented by the light blue and dark blue curves, respectively, and the pink curve represents the resultant THz
signal. The small feature seen in the THz signal at 7.5 ps is an experimental artefact caused by a weak reflection from an optical element along
the THz beam path.

An example of Edark (t, tdelay, B) and �E(t, tdelay, B) for
InSb measured at tdelay = 200 ps after photoexitation under a
magnetic field of at B = 0.6 T is shown in Figs. 1(b) and 1(c),
respectively. By taking the Fourier transform of these two data
sets, it is possible to obtain the change in photoconductivity
associated with the cyclotron resonance,

�σxx(ω) = −ε0cα(1 + ñ)

[
�Ex(ω, B)

Edark
x (ω, B)

]
, (2)

where ε0 is the permittivity of free space, c is the speed of
light, α is the absorption coefficient of InSb at the pump
wavelength (800 nm) and ñ is the refractive index of InSb at
THz frequencies. The resultant photoconductivity spectrum of
InSb under a magnetic field features a characteristic cyclotron
absorption peak at frequency ωc. This cyclotron resonance
feature can also be observed as an absorption dip in the trans-
mission spectrum,

Tx(ω, B) = E light
x (ω, B)

Edark
x (ω, B)

, (3)

which may be used for investigating the electron effective
mass of InSb as a function of magnetic field strength as shown
in Fig. 2(a).

It should be noted here that given the field and polarization-
resolved nature of the magneto-THz spectroscopy technique,
it is possible to extract and assign electron and hole cyclotron
effective masses from the same dataset according to the hand-
edness of cyclotron resonance (if measured at a value of B for

which both electron and hole effective masses lie within the
spectral bandwidth of the THz pulse).

For the measurements described in this paper, samples
were photoexcited with a 35 fs duration pulse of 1.55 eV
photons (central wavelength 800 nm) from an amplified
Ti:sapphire laser, while the THz pulse was generated via
optical rectification by shining pulses from the same laser
system at a 1 mm-thick (110) ZnTe crystal. The THz elec-
tric field was detected by a 1-mm-thick (111) ZnTe crystal
along with a half-wave plate, a quarter-wave plate, a Wol-
laston prism and a pair of balanced photodiodes using the
method of electro-optic sampling, from which the orthogonal
polarization components of the THz pulse can be separated.
Further details of the THz generation and detection technique
are given in Appendix A.

III. CYCLOTRON RESONANCE IN PHOTOEXCITED InSb

To investigate the band structure of intrinsic InSb, we uti-
lized the magneto-THz spectroscopy to measure the effective
mass of electrons within the conduction band. A 6.5-μm-thick
nominally undoped layer of InSb was grown by molecular
beam epitaxy on a wafer of (100)-oriented semi-insulating
GaAs. All measurements were performed with the InSb sam-
ple held at a temperature of 4 K in a helium-flow cryostat
within the core of a superconducting magnet. The mobility
of InSb was extracted from the photoconductivity spectrum
taken at 4 K, which gave a value of 2.3 × 104 cm2 V−1 s−1.
The Hall measurements gave a carrier concentration of
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FIG. 2. (a) THz transmission spectra of InSb measured at 200 ps
after photoexcitation at fluence 5.4 nJcm−2 with magnetic field rang-
ing from 0.1 to 1 T at a tempertaure of 4 K. The small shoulders
shown at high frequency (1.5–2 THz) are experimental artefacts
associated with the reduced spectral response of the measurement
system over this range. (b) Cyclotron resonance frequency as a
function of magnetic field, where the cyclotron resonance frequency
corresponds to the minima of the transmission spectra shown in
panel (a). The dotted line corresponds to a linear fit of the cyclotron
frequency as a function of magnetic field. (c) InSb electron effective
mass at 4 K extracted from the cyclotron resonance frequency ac-
cording to ωc = eB/m∗. The dotted line corresponds to the effective
mass obtained from the slope of the linear fit determined in panel (b).

1.7 × 1016 cm−3 at room temperature, which is consistent
with the intrinsic concentration of thermally excited carriers.
At 77 K, however, the obtained carrier concentration is 6.4 ×
1014 cm−3 which is much higher than what is expected from
thermal excitation and indicates a background doping density
of approximately 1015 cm−3. Nonetheless, since our cyclotron
resonance measurements were performed at 4 K, we assumed
that the extrinsic carriers arising from defects and impurities
were frozen out and also that the concentration of intrinsic car-
riers is negligible [41]. Hence, we consider the InSb sample as
undoped at 4 K and the Burstein-Moss shift negligible, which
gives a bandgap energy of 0.235 eV. As a result, each absorbed
1.55 eV photon from the laser pulse generates extremely hot
electron-hole pairs with 1.32 eV kinetic energy.

The THz transmission spectra of InSb photoexcited at a
fluence of 5.4 nJ cm−2 within a range of magnetic fields be-
tween 0.1 and 1 T are displayed in Fig. 2(a). The minimum of
each THz transmission spectrum corresponds to the cyclotron
resonance frequency ωc. As the magnetic field increases, ωc

shifts to higher frequencies, which is expected from ωc =
eB/m∗. Owing to the extremely small bandgap of InSb, the
Landau-level energy is generally expected to increase sub-
linearly with magnetic field [42]. However, since the applied
magnetic field was only up to 1T, the relationship between the
Landau-level energy and the magnetic field is approximately
linear as shown in Fig. 2(b) where the dashed straight line
represents a linear fit to the experimental data with ωc = 0
at B = 0. The effective mass was then calculated according
to ωc = eB/m∗, and was found to be constant at magnetic
fields below 1 T as shown in Fig. 2(c). The uncertainties
of ωc shown in Fig. 2(b) were determined by the frequency
range within which the magnitude of cyclotron resonance in
the transmission spectrum drops by 3%. Correspondingly, the
uncertainties of the effective mass shown in Fig. 2(c) were
calculated according to ωc = eB/m∗. At small magnetic field
(B < 0.3 T), since the cyclotron resonance frequency is close
to the lower bound of the THz detection range ( f < 0.5 THz),
larger uncertainties in ωc are observed and therefore, the cor-
responding effective masses shown in Fig. 2(c) have much
larger error bars at B = 0.1–0.3 T. The horizontal dashed line
in Fig. 2(c) suggests that the electron effective mass of InSb is
approximately 0.0149 me, which is consistent with previously
reported value [17] within experimental error.

IV. HOT ELECTRON COOLING IN InSb

We now examine the cooling of hot photoexcited
electrons in InSb. Generally, the hot-carrier dynamics
can be investigated via OPTPS by measuring the THz
photoconductivity of the material at various pump-probe
delay times, tdelay, and by fitting a Drude model to each
photoconductivity spectrum, the carrier momentum scattering
time can be extracted as a function of tdelay, which is used as
a key parameter for analyzing hot-carrier cooling process in
narrow-gap semiconductors such as GaAs and InAs [43]. This
technique has also been applied to metal-halide perovskites
whose dominant hot-carrier relaxation mechanism is found to
be the electron-phonon interaction [44]. Here, time-resolved
magneto-THz spectroscopy is utilized to probe the cyclotron
effective mass of InSb at various delay times, which is another
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FIG. 3. (a) Frequency-averaged photoconductivity 〈σxx〉 of InSb measured at 4 K as a function of time after photoexcitation by a 35 fs,
335 nJ cm−2 pulse of 1.55 eV photons. The pink triangles represent the pump-probe delay times when the cyclotron resonance measurements
were recorded. (b) Electron effective masses (red diamonds) calculated from the cyclotron resonance measurements which were performed
at 13, 20, 27, 47, and 200 ps after photoexcitation. The blue squares represent the product of charge-carrier density and relaxation time, nτ .
(c) Quasiparticle band structure of InSb, calculated within the G0W0 approximation (see Appendices E and F for details). The dark blue lines
represent the conduction band (CB) and the light blue lines represent the valence band (VB), including the heavy hole (HH), light hole (LH),
and split-off (SO) bands. The bottom panel is a zoom-in of the area near the 	 valley. The pink dashed line represents a parabolic CB for
comparison which overlaps with the nonparabolic CB near the 	 minimum. The solid and open red circles represent an electron-hole pair
generated by photoexcitation. The black arrows represent the hot electron cooling process. (d) Photoconductivity measured at 200 ps after
photoexcitation. The top panel shows �σxx measured without magnetic field, which is fitted with the Drude model given by Eq. (1). The
middle and bottom panels show �σxx measured at magnetic field B = 0.4 T under fluence 468 and 54 nJ cm−2, respectively, fitted with the
theoretical magnetoconductivity given by Eq. (4).

indicator of the hot-electron cooling process. Figure 3(a)
shows the frequency-averaged THz photoconductivity of
InSb 〈�σxx〉 as a function of time after photoexcitation with
1.55 eV photons in the absence of magnetic field. While
absorption occurs on the 35 fs timescale, photoconductivity
can be seen to rise on a timescale of tens of picoseconds.
Time-resolved effective mass measurements conclusively
show that this slow rise in 〈�σxx〉 is a direct result of electron
cooling [Fig. 3(b)]; the effective mass reduces on the same
timescale as the photoconductivity rises, in close agreement
with Eq. (1). Although previous studies have reported
THz-pulse-induced impact ionization and redistribution
of electrons between the 	 and L valleys [45,46], the
effective masses detected in our THz range suggest that our
measurements are only sensitive to the electrons near the 	

valley [47]. Therefore, our photoconductivity measurements
are probing the 	 valley nonparabolicity exclusively.

We sketch this hot-electron cooling process in a band
structure picture in Fig. 3(c), the energy of the photoinjected
electrons (Ephoton) is much larger than the bandgap (Eg), which
causes the hot electrons to reach the nonparabolic region of
the conduction band. The change in effective mass is a re-
sult of hot electrons gradually cooling from this nonparabolic
region towards the 	 minimum where the conduction band
is approximately parabolic and the electron effective mass is
around 0.013 me [17]. Within the picosecond timescale of our
experiment, we observed that at 200 ps after photoexcitation,

although the hot electrons cooled down to a much lower en-
ergy than the initially photoexcited energy state, they have an
energy distribution that is still above the 	 minimum, which
leads to a larger value of effective mass (0.017 me).

The top panel in Fig. 3(d) shows the photoconductivity
spectrum measured at 200 ps after photoexcitation without
magnetic field. The data agree fairly well with the Drude
model, with the solid lines being a fit to Eq. (1). From the fit
we extract momentum scattering rate γ = 4.7 × 1012 rad s−1

(i.e., momentum scattering time τ = 0.21 ps) and photoin-
jected electron density n = 7.1 × 1015 cm−3. This type of
measurement is possible at any time after photoexcitation, and
combined with the cyclotron data provides a complete picture
of charge-carrier dynamics in a photoexcited semiconductor.

On the other hand, the middle and bottom panels in
Fig. 3(d) show �σxx measured under a magnetic field B =
0.4 T at fluence 468 and 54 nJ cm−2, respectively, both dis-
playing a clear cyclotron resonance peak in the real part.
In the Drude approximation, the photoconductivity spectra
measured in magnetic field can be described by the magne-
toconductivity tensor [48],

�σi j (ω) = σ0

(1 − iωτ )2 + (ωcτ )2

[
1 − iωτ −ωcτ

ωcτ 1 − iωτ

]
, (4)

where i, j = x, y, indexing the Cartesian directions in the
plane perpendicular to the magnetic field. Here, �σxx
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represents the conductivity component measured in the direc-
tion parallel to the electric field of the incident THz pulse,
which we label as the x-direction in Fig. 1(a). The off-diagonal
components �σxy and �σyx represent the conductivity com-
ponents which are orthogonal to the THz electric field. σ0 =
neμ represents the DC conductivity where μ is the electrical
mobility of the charge carrier. By fitting �σxx given by Eq. (4)
to the experimental data in Fig. 3(d), the electron momentum
scattering times at high fluence (468 nJ cm−2) and low fluence
(54 nJ cm−2) are 0.3 and 0.9 ps, respectively. This is consistent
with the fact that higher electron density results in more fre-
quent electron-electron scattering and hence a shorter electron
momentum scattering time.

The product of electron density and scattering time, nτ , is
shown in Fig. 3(b). It reduces rapidly over the initial 50 ps,
primarily as a result of n decaying. This should act to reduce
photoconductivity, however the competing strong reduction in
m∗ from 0.032 to 0.017 me has a much larger impact on �σ

thus causing the observed photoconductivity to increase.
The photoconductivity spectrum of InSb was measured

at 13, 20, 27, 47, and 200 ps after photoexcitation and
fitted with �σxx component of Eq. (4) (see Fig. 7 in
Appendix B). Compared to the photoconductivity measure-
ment shown in the top panel of Fig. 3(d), τ extracted from
the cyclotron resonance spectra at 200 ps increases by 1.8
times to 0.37 ps, which is consistent with a restriction of phase
space due to Landau quantization induced by magnetic field
reducing the probability of electron scattering.

V. CONDUCTION BAND NONPARABOLICITY PROBED
VIA THE QUASI-FERMI LEVEL

Now we are in a position to investigate the nonparabolic
feature of the conduction band of intrinsic InSb in more
depth. First, we measure the cyclotron resonance spectrum
at regions of the conduction band above the 	 minimum by
changing the photoexcitation fluence. This is equivalent to
the conventional method of tuning the Fermi energy level by
implementing different doping density in n-type InSb but with
better flexibility and consistency since only one intrinsic InSb
sample was used. We measured the cyclotron resonance of
InSb at 200 ps after photoexcitation when the electrons have
thermalized and sufficiently cooled. By considering the effect
of charge-carrier diffusion, the photoexcitation fluence span-
ning over two orders of magnitude is converted to electron
density (details of electron density calculation are provided in
Appendix C). The resultant electron density ranges from
1.1 × 1014 to 2.0 × 1016 cm−3, which covers most of the
electron density range of previously studied n-type InSb
[19–21,24,27,28]. To correlate the experimental results with
the electronic band nonparabolicity, we calculate the magne-
toconductivity component, �σxx, by solving the Boltzmann
transport equation in the constant relaxation time approxima-
tion [49,50]. Using the analytical Kane model expression for
the conduction band dispersion, the DC conductivity in Eq. (4)
is expressed as

σ0 = − 4e2τ

3π2h̄2

√
2m∗

0

h̄2

∫ ∞

0

[
E

(
1 + E

Eg

)]3/2

1 + 2 E
Eg

∂ f (E , μn, T )

∂E
dE ,

(5)

where f (E , μn, T ) is the Fermi-Dirac distribution calculated
at a given electronic temperature. For the effective mass
at the conduction band minimum, m∗

0, we use the calcu-
lated effective mass obtained with two methods: from the
numerical second derivative of the ab initio quasiparticle en-
ergies and from fitting the conduction band using the Kane
model. Both methods yield the same value of 0.013 me, in
close agreement with experiment, further validating our com-
putational approach. Furthermore, we explicitly verify the
accuracy of the Kane model for InSb through the direct com-
parison between the conduction band dispersion calculated
using the Kane model and the ab initio G0W0 approxima-
tion (see Appendix E). In all our calculations we determine
the chemical potential μn by equating the calculated charge
carrier concentration, n = ∫ ∞

0 g(E ) f (E , μn, T )dE , with the
value measured experimentally where g(E ) is the conduction
band density of states calculated using the Kane model as
g(E ) = 1

2π2 ( 2m∗
0

h̄2 )3/2(1 + 2E/Eg)
√

E (1 + E/Eg). The temper-
ature T is chosen so as to obtain the best alignment of the
calculated resonance peak to the experimental measurements,
and the experimentally measured relaxation time τ is used in
all calculations. Fig. 4(a) shows the experimentally measured
cyclotron resonance spectra (solid circles) in comparison with
the theoretical results (solid lines). The magnitudes of the
calculated cyclotron resonance spectra have been normalized
to those of the experimental data. The uncertainty increases
at low frequencies ( f < 0.3 THz) owing to reduced sensitiv-
ity of the THz spectrometer there and systematic errors (see
Appendix D). Therefore, the calculated results agree with the
measurements within experimental uncertainties. A summary
of the measured cyclotron frequency and momentum scat-
tering time of the resonances is provided in Fig. 4(b) as a
function of electron density. It can be seen that τ decreases
significantly with increasing electron density. This trend is
attributed to the increasing electron-electron scattering and
increasing range of effective mass values spanned by the
electron population with increasing electron density.

In Fig. 5 we compare theoretical effective masses calcu-
lated for a range of electron temperatures between 1 and
580 K, and various charge carrier concentrations, with corre-
sponding experimental data. We observe very similar trends
from both theory and experiment, whereby the cyclotron
effective masses increase with increasing charge carrier con-
centration, as a consequence of the nonparabolic conduction
band. Furthermore, by equating the theoretical and exper-
imental effective masses for each carrier concentration, we
can estimate the electronic temperature (see inset), which
follows the intuition expected from the Fermi-Dirac statistics.
It should be noted that this is a rough approximation of the
electronic temperature. As the electron density increases, the
quasi-Fermi level (i.e., the chemical potential) shifts to higher
energy level in the conduction band due to the effect of Pauli
blocking of the conduction band states. By taking this into
account, our calculations show that the electron effective mass
increases monotonically with the electronic temperature (see
Fig. 11 in Appendix E). Compared to a previous study where
the transient absorption and a nonlinear cross-correlation
technique were used for inferring the charge-carrier cooling
rate [51], the electronic temperature extracted from our study
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FIG. 4. (a) Experimental cyclotron resonance spectra (solid cir-
cles) of InSb at a temperature of 4 K measured 200 ps after
photoexcitation with electron densities of 1.1 × 1014, 1.1 × 1015,
1.0 × 1016, and 2.0 × 1016 cm−3 under a magnetic field B = 0.4 T.
The uncertainties in Re(�σxx ) are obtained from the THz spectral
response (see Appendix D). The solid lines represent the theoretical
magnetoconductivity spectra which were obtained from Eq. (5) and
normalized to the experimental data. (b) Cyclotron resonance fre-
quency, fc = ωc/2π (solid blue circles), and momentum scattering
time, τ (open red circles), as a function of electron density.

is surprisingly high. We attribute this difference to a few
reasons. First, in our experiment, the electrons were pho-
toexcited with 1.55 eV photons, which gave a much higher
initial electron temperature (∼104 K), whereas in the other
study, charge carriers were injected at 650 K. Therefore, the
charge-carrier cooling process is likely to be different and not
necessarily comparable between those two studies. Second,
as shown in Fig. 3(a), the photoconductivity rises slowly after
the initial photoinjection, which reaches its peak only after
about 50 ps. This indicates a rather slow intraband cooling
of hot electrons and may prolong the electron thermalization
process. Apart from that, nonequilibrium phonon reabsorption
may have also contributed to this elevated electronic tempera-
ture, which however, will require another study to investigate.

Overall, we note that the calculated trend shown in Fig. 5
agrees with both our experimental data and other prior
measurements (under different experimental conditions),
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FIG. 5. InSb electron effective mass as a function of electron
density. The red solid circles with error bars represent the exper-
imental effective mass measured in a cryostat held at 4 K for
photoinjected electron densities 1.1 × 1014, 1.1 × 1015, 1.0 × 1016,
and 2.0 × 1016 cm−3. The blue-purple colored solid circles represent
the theoretically calculated effective masses, with the electron tem-
perature indicated by the color scale on the right. The open circles
and solid triangles represent previously reported effective masses
measured in n-type InSb with various doping densities [27,28]. The
inset shows the estimated electronic temperature as a function of
electron density, obtained by equating theoretical and experimental
effective masses for each carrier concentration.

thereby unifying the general trend for the increasing cyclotron
effective mass with increasing number of electrons that popu-
late the nonparabolic conduction band.

VI. CONCLUSION

In summary, we have shown that time-resolved magneto-
THz spectroscopy is a versatile technique for probing the
dynamics of hot charge carriers in semiconductors. It allows
electronic properties including charge density, scattering rate,
mobility and cyclotron effective mass to be measured on a
picosecond timescale. We calculated the quasiparticle band
structure of InSb within the G0W0 approximation and found
excellent agreement with THz experiments. Conduction band
nonparabolicity was experimentally observed by photodop-
ing InSb in close agreement with theoretical predictions. Hot
electrons were injected into InSb by photoexcitation, and hot
carrier cooling was observed over a period of 200 ps. The abil-
ity to measure simultaneously effective mass and conductivity
on this timescale is particularly significant. Furthermore, the
technique can be extended to observe subpicosecond carrier
dynamics and is applicable to a wide range of semiconductors
and semiconductor heterostructures. Recent achievements in
polarization-sensitive THz detectors [52] will make this tech-
nique more accessible.
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APPENDIX A: POLARIZATION-RESOLVED
MAGNETO-THZ SPECTROSCOPY

We used time-resolved magneto-THz spectroscopy to
study the cyclotron resonance phenomenon in InSb. Figure 6
shows a schematic diagram of the experimental setup. An
amplified ultrafast (35 fs) laser pulse with central wavelength
at 800 nm was split into three beams: a “gate beam,” a “THz
beam,” and a “pump beam.” The “THz beam” was used to
generate a single-cycle THz pulse via optical rectification
in a 1-mm-thick (110) ZnTe crystal. The “gate beam” was
used to detect the THz signal via electro-optic sampling,
which used a 1-mm-thick (111) ZnTe crystal, a quarter-wave
plate, a half-wave plate, a Wollaston prism and a pair of
balanced photodiodes. The “pump beam” with central wave-
length at 800 nm was used for photoexciting the intrinsic InSb

sample. Photoecitation of the InSb generated free electrons
its conduction band and thus reduced the transmission of the
THz pulse through it. This is the so-called optical-pump-THz-
probe spectroscopy (OPTPS), which has been widely used for
investigating semiconductor materials’ optoelectronic proper-
ties, such as charge-carrier mobility and relaxation dynamics
[54–57]. Our magneto-THz spectroscopy is an extension of
this OPTPS where an external magnetic field generated by
a superconducting magnet (Oxford Instruments) is applied
perpendicularly to the sample surface, which induces cy-
clotron motion of the photoinduced charge carriers and leads
to cyclotron resonance absorption of the THz pulse at certain
frequency.

To measure the orthogonal polarization components of the
transmitted THz pulse separately, we used a single (111) ZnTe
crystal as the detection crystal whose detection efficiencies
in orthogonal orientations are similar, as opposed to the con-
ventionally used (110) ZnTe which has a preferred detection
orientation depending on the polarization of the incident light.
The voltage difference, �PD, measured by the pair of photo-
diodes was proportional to the electric field strength of the
THz pulse, which is expressed as

�PD ∝ E2̄11 sin(2ψ − 4δ) + E01̄1 cos(2ψ − 4δ), (A1)

where E2̄11 and E01̄1 represent the THz electric field along the
〈2̄11〉 and 〈01̄1〉 axes of the (111) ZnTe crystal, respectively.
ψ is the angle between the Wollaston prism and the 〈01̄1〉 axis
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of the (111) ZnTe crystal. δ is the angle between the half-wave
plate and the Wollaston prism. A certain linear polarization
component of the THz pulse was selected by rotating the half-
wave plate, with the quarter-wave plate used for balancing
the photodiode at that specific polarization state. This com-
binational use of a quarter-wave plate and a half-wave plate
enabled the measurement of orthogonal polarizations without
rotating the ZnTe crystal or the Wollaston prism, while main-
taining similar detection sensitivity in both polarizations [58].

APPENDIX B: CYCLOTRON RESONANCE MEASURED
AT VARIOUS DELAY TIMES

Figure 7 shows the cyclotron resonance spectra of InSb
measured at different delay times after photoexcitation, which
were fitted by the �σxx component of the Drude magnetocon-
ductivity tensor [Eq. (4)]. The extracted cyclotron resonance
frequencies were converted to electron effective masses and
plotted in Fig. 3(b). Table I lists the fitting parameters for the
cyclotron resonance spectra shown Fig. 7. Similarly, we fitted
the experimental data of Fig. 4(a) with the magnetoconductiv-
ity tensor (�σxx) to extract the cyclotron resonance frequency
and electron momentum scattering time at different electron
densities. Table II lists the corresponding fitting parameters
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FIG. 7. Cyclotron resonance spectra of InSb measured at B =
0.4 T at (a) 13 ps, (b) 20 ps, (c) 27 ps, (d) 47 ps, and (e) 200 ps after
photoexcitation under fluence 335 nJ cm−2. The blue solid circles
represent the experimental data, whereas the red curves are magneto-
conductivity fits given by the real part of �σxx component of Eq. (4).

TABLE I. Fitting parameters for the cyclotron resonance spectra
measured at different delay times, tdelay, shown in Fig. 7.

tdelay (ps) 13 20 27 47 200

fc(= ωc/2π ) (THz) 0.356 0.432 0.545 0.626 0.701
τ (ps) 0.389 0.427 0.385 0.382 0.372

for Fig. 4(a), which were then used for calculating the theo-
retical curves obtained from the Kane model [Eq. (5)].

APPENDIX C: ESTIMATION OF ELECTRON DENSITY
UNDER PHOTOEXCITATION

To investigate the nonparabolic feature of InSb, the
conduction band was probed by increasing photoexcitation
fluence, which enables the electrons with higher density to
reach higher energy level in the conduction band and hence
exhibit larger effective mass. Knowing the photoexcitation
fluence, the initial electron density, nI, was estimated accord-
ing to the following equation:

nI = Fluence × α

Ephoton
, (C1)

where α ≈ 105 cm−1 is the absorption coefficient of InSb at
800 nm [59] and Ephoton is the energy of a single photon at
800 nm. The fluence was determined by the photoexcitation
power (P) and the effective area (Aeff ) between the pump beam
and the THz beam [54], which is expressed as Fluence =
P/(5 kHz × Aeff ).

Equation (C1) gives an estimation of the electron density
at t = 0 ps assuming a uniform charge-carrier distribution.
However, since the effective mass was measured at 200 ps
after photoexcitation, the electron density decreased signifi-
cantly owing to charge-carrier diffusion. Therefore, to account
for the effect of diffusion, we model the electron distribution
N (t, z) as a function of time t and depth z according to the
one-dimensional diffusion equation,

∂N

∂t
= D

∂2N

∂z2
, (C2)

where D = μkBT/e is the diffusion coefficient determined
by the electron mobility μ and temperature T . t is the time
period during which the electrons have diffused through the
sample and z is the distance traveled by the electrons in a
direction perpendicular to the sample surface. The reduction
of electron density owing to electron-hole recombination was
neglected. Equation (C2) was solved using finite-difference
method. In Fig. 8 the electron distribution profile is plotted
at different photoexcitation delay times and can be seen to
gradually flatten out at later times as a result of diffusion.

TABLE II. Fitting parameters for the cyclotron resonance spectra
measured at different electron densities, n, shown in Fig. 4(a).

n (cm−3) 1.1 × 1014 1.1 × 1015 1.0 × 1016 2.0 × 1016

fc (THz) 0.763 0.753 0.640 0.597
τ (ps) 1.445 0.859 0.594 0.462
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The initial electron distribution profile at t = 0 ps was
assumed as an exponential decay curve based on the Beer-
Lambert law,

N (0, z) = N0 exp(−zα), (C3)

where N0 is the number of electrons at the sample surface
which was determined by the fluence, given the fact the total
number of electrons N (0, z) is equal to the number of photons
Nphoton, i.e.,

∫ ∞
0 [N0 exp(−zα)]dz = Nphoton.

To estimate the electron density at 200 ps after photoexci-
tation, the effective absorption depth was taken as the depth
at which the diffused electron population was exp(−1) of
the surface electron density. As demonstrated in Fig. 8, the
effective absorption depth, 1/α′, at 200 ps is much longer
than that at 0 ps, which is expected since the electrons dif-
fuse further into the sample at later times. As a result, the
electron density at 200 ps was significantly reduced and was
calculated as

n(t ) =
∫ 1/α′

0 N (t, z)dz

Aeff (1/α′)
. (C4)

APPENDIX D: EXPERIMENTAL UNCERTAINTIES
ASSOCIATED WITH THE CYCLOTRON RESONANCE

MEASUREMENTS

1. Error bars for electron densities and effective masses

It should be noted that due to the experimental uncertain-
ties of the measured spot sizes of the THz and optical pump
beams (which are approximately ±0.2 mm), the effective
area, Aeff , used in Eq. (C4) has an uncertainty of ∼13%, which
gives rise to the horizontal error bars of the electron densities
shown in Figs. 4(b) and 5. As for the vertical error bars shown
in Fig. 5 for the effective masses, they were determined from
the width of each cyclotron resonance spectrum measured at
different electron densities. Specifically, we calculated the ex-
perimental uncertainties of ωc (i.e., �ωc) based on the width
of the cyclotron resonance spectrum. �ωc was determined
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FIG. 9. Normalized raw spectrum of the THz electric field for the
THz spectroscopy system used in this study without the application
of a spectral response correction. The shaded regions indicate the
frequencies at which the spectral amplitude falls to less than 40%
of the spectrometer’s peak spectral response. The signal-to-noise
ratio and random errors are expected to be more significant in these
regions.

such that within the range (ωc ± �ωc), the real part of the
cyclotron resonance spectrum, Re(�σxx ) shown in Fig. 4(a),
was greater than 97% of its maximum. In other words, at
ω = (ωc + �ωc) and (ωc − �ωc), Re(�σxx ) drops by 3%.
According to ωc = eB/m∗, the uncertainties for the effective
masses were then determined by �ωc.

2. Spectral response of the THz spectrometer

The signal-to-noise ratio of a THz measurement generally
varies through the spectrum as it is affected by the spectral
response of the THz spectrometer. The spectrometer’s spectral
response takes into account the THz-frequency response of the
THz emitter, THz detector and optical elements. Generally,
the spectral response drops off at low and high frequencies,
which leads to higher uncertainties in these spectra regions.
Figure 9 shows the raw (uncorrected) spectrum of the THz
system used in this study without a sample. The frequency
dependence of the error bars shown in Fig. 4(a) were calcu-
lated from the inverse of the spectral intensity and scaled by
the standard deviation of three repeat measurements such as in
Fig. 1 of Ref. [60]. Thus, the error bars presented in this study
represent random errors, and it is expected that these errors
will increase at low and high frequency owing to the lower
signal-to-noise ratio in these regions.

Notably, the experimental photoconductivity spectra
shown in Fig. 4(a) exhibit some deviations from the theo-
retical curves at f < 0.3 THz. At these frequencies random
errors, as indicated by the error bars, are particularly large
owing to the poor spectral response of the experiment at these
frequencies. In addition to random errors, three of the four
data sets presented in Fig. 4(a) appear to underestimate the
theoretical conductivity at f < 0.3 THz. This may indicate
the presence of small systematic errors or an underestimate
of the momentum scattering rate in the theoretical model. A
potential source of systematic error in the experiment is the
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imperfect alignment of the spectrometer, and beam aperturing.
In particular, a slight ellipticity of the reference THz pulse
is apparent in Fig. 1(b). Our conversion of the raw THz data
to conductivity assumed this pulse was linearly polarised, as
for that scan (InSb at 4K in the dark) free charges should
be absent, thus a small systematic error in the displayed σxx

values is possible. Alternatively, it is possible that in our
model, we are underestimating the momentum scattering time
τ in the low frequency region. An increased value of τ would
lower the value of σxx at low frequency, however, it would also
narrow the cyclotron resonance peaks in the region of high
spectral response (0.3–1.5 THz), leading to a larger deviation
between experiment and theory in that spectral region. This
effect can be seen clearly by the fitted magnetoconductivity in
Fig 3(d).

APPENDIX E: QUASIPARTICLE BAND
STRUCTURE CALCULATION

We calculated the quasiparticle band structure, Enk from
first principles, within the G0W0 approximation, as [36,61]

Enk = εnk + Znk〈nk|� − Vxc|nk〉, (E1)

where εnk and |nk〉 are mean-field energies and wave func-
tions corresponding to the electronic band n and wave
vector k, calculated within density functional theory (DFT)

[62], Vxc is the exchange-correlation potential, Z (ω) = [1 −
Re(∂�/∂ω)]

−1
is the quasiparticle renormalization factor,

and � is the electron self energy, calculated in the G0W0 ap-
proximation as the convolution of the single-particle Green’s
function, G0, and the screened Coulomb interaction, W0.

Using the computational setup described in Appendix F,
we calculated a quasiparticle bandgap of 0.17 eV, in agree-
ment with prior G0W0 calculations starting from DFT/LDA
(0.28 eV [63]), and HSE06 hybrid functional [64] (0.36 eV
[47]). The small difference between our calculation and prior
works can be attributed to the dependence of G0W0 quasi-
particle bandgaps on the mean-field starting point, as well
as to different implementations of spin-orbit coupling effects.
Figure 3(c) depicts the quasiparticle band structure of InSb
obtained from the interpolation of quasiparticle eigenvalues
using Wannier functions [65–68]. As expected, we find that
the conduction band is highly isotropic and can be described
by the Kane model, for up to 400 meV above the conduction
band bottom, within numerical accuracy (see Fig. 10). Using
this model, we calculated the effective mass at the conduction
band bottom of 0.013 me, a value confirmed also by direct nu-
merical calculations of the effective mass tensor, as described
below, thereby further validating our computational approach
and the use of the Kane model for our theoretical analysis.
In addition, our calculated electron effective masses in good
agreement with experiment (0.013 me[17]) and with prior first
principles calculations (0.017 me[47]).

Having directly verified that the Kane model accurately
describes the conduction band of InSb, we used the ana-
lytic expression of the conduction band dispersion to derive
the density of states (including spin degeneracy), g(E ) =

1
2π2 ( 2m∗

0

h̄2 )
3/2

[1 + 2E/Eg]
√

E (1 + E/Eg). The electron effec-
tive mass at various electron densities was then calculated
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as a function of temperature (Fig. 11). Unlike what has been
reported by Koteles and Datars [69] where the effective mass
was found to increase with temperature up to 55 K and then
decrease at higher temperatures, our calculations suggest a
monotonic increase of effective mass with temperature. This is
because in our study, the InSb sample was kept at a constantly
low temperature (4 K) and hence no lattice expansion effect
was considered to change the band gap.

It should be noted that although the hot electrons generated
in the conduction band originate from heavy-hole (HH), light-
hole (LH), and split-off (SO) bands as sketched in Fig. 3(d),
our theoretical analysis focuses on the electron distribution
after thermalization. As depicted in Fig. 12(a), immediately
after the 1.55 eV femtosecond laser pulse is absorbed, the
resulting conduction-band electrons have a peaked energy
distribution owing to different electrons having been pho-
toexcited from different bands (HH, LH, and SO bands).
This energy distribution cannot be characterized by a single
temperature and so is termed “nonthermal.” At later times,
the peaked electron distribution start to broaden due to ther-
malization [see Figs. 12(b) and 12(c)]. This process happens
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on an ultrafast (femtosecond) timescale, during which the
electron distribution is still nonthermal. In contrast, when the
electrons have thermalized, they will follow the Fermi-Dirac
distribution as shown in Fig. 12(d). As the electron temper-
ature decrease, the Fermi-Dirac distribution flattens, which
is illustrated in Fig. 12(e). Since our cyclotron resonance
measurements were performed at 200 ps after photoexcitation,
the electrons in the conduction band of InSb would have
thermalized and therefore, the different excitation efficien-
cies between HH, LH, and SO bands were not relevant in
our analysis. Instead, what we are interested in here is the
temperature-dependence of electron effective mass in InSb,
which is illustrated in Fig. 11. As shown in Fig. 5, our theo-
retical and experimental results show a good agreement with
previous studies, which performed effective mass measure-
ments on doped InSb samples.

APPENDIX F: COMPUTATIONAL SETUP

All calculations were performed using the experimen-
tal structure of InSb extracted from the Inorganic Crystal
Structure Database (database code 162197; Ref. [70]). We
calculated the quasiparticle band structure of InSb within
the G0W0 approximation [36], including spin-orbit coupling,
as implemented in the Yambo code [37]. We calculated the
starting point mean-field eigenvalues within the generalized
gradient approximation to density functional theory, in the
Perdew-Burke-Erzerhof parametrization (DFT/PBE) [71], as
implemented in the Quantum Espresso code [72]. We used the
ONCVPSP code to generate fully relativistic optimized norm-
conserving Vanderbilt pseudopotentials (ONCV) [73], using
a similar setup to that reported in the Pseudo-Dojo database
[74]. In our pseudopotentials we included semicore electrons
for both In and Sb, in the following valence configuration:
4s24p64d105s25p1 for In and 4s24p64d105s25p3 for Sb.

For the calculation of mean-field eigenvalues we used a
plane wave cutoff of 100 Ry and a 	-centered k-point grid of
20 × 20 × 20. For the calculation of quasiparticle energies we
used plane wave cutoffs of 66 Ry and 20 Ry for the exchange
and polarizability, respectively, 1500 bands and a k-point grid
of 10 × 10 × 10 centered at 	. This setup is similar to the
computational setup reported in Ref. [63], and we estimate
that the quasiparticle bandgap of InSb is converged within
30 meV.

We calculated the quasiparticle band structure using Wan-
nier interpolation, as implemented in the Wannier90 code
[65–68]. We calculated the maximally localized Wannier
functions by interpolating the single-particle DFT/PBE band
structure using a coarse k-point grid of 10 × 10 × 10, start-
ing from 16 sp3 projectors. We then used the calculated
Wannier functions to interpolate the quasiparticle band struc-
ture from quasiparticle eigenvalues calculated on the same
mesh. We note that the four highest occupied quasiparticle
eigenvalues at the 	 point, which are expected to be de-
generate in InSb, differ by up to 50 meV, and we attribute
this numerical inaccuracy to convergence of quasiparticle en-
ergies. To correct this behavior for the construction of the
quasiparticle band structure, we set the top four quasiparti-
cle eigenvalues at the top of the valence band equal to the
average of the four calculated eigenvalues. This modification
has no effect on the shape or position of the conduction band
edge.

We calculated the electron effective mass both from fit-
ting the conduction band bottom to the Kane model, and
through direct computation of the effective mass tensor,
m∗

i j = 1/h̄2(∂2ε/∂ki∂k j )−1, where i and j index the Carte-
sian directions. We calculated the second derivatives using
the finite-difference method, with an increment of δk =
0.001 (2π/a), where a is the lattice parameter of InSb. Both
methods yield effective masses within 10−4 me.
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