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Giant enhancement to spin battery effect in superconductor/ferromagnetic insulator systems
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We develop a theory of the spin battery effect in superconductor/ferromagnetic insulator (SC/FI) systems
taking into account the magnetic proximity effect. We demonstrate that the spin-energy mixing enabled by the
superconductivity leads to the enhancement of spin accumulation by several orders of magnitude relative to the
normal state. This finding can explain the recently observed giant inverse spin Hall effect generated by thermal
magnons in the SC/FI system. We suggest a nonlocal electrical detection scheme which can directly probe
the spin accumulation driven by the magnetization dynamics. We predict a giant Seebeck effect converting the
magnon temperature bias into the nonlocal voltage signal. We also show how this can be used to enhance the
sensitivity of magnon detection even up to the single-magnon level.
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Generation and detection of pure spin signals is one of the
main paradigms in spintronics [1,2] and spin caloritronics [3].
Spin pumping [4–6] in ferromagnet/metal multilayers affects
ferromagnetic resonance (FMR) and spin Hall magnetoresis-
tance measurements [7,8]. Spin Seebeck effect [8,9] converts
thermal nonequilibrium states into pure spin currents and can
be used for the detection of magnons propagating through FI
materials without electrical losses [10,11]. Pure spin current
flowing from the ferromagnet into the adjacent metal leads to
the buildup of spin accumulation known as the spin battery
effect [5].

Recently it has been discovered [12–17] that super-
conductivity strongly increases spin relaxation times and
lengths, which makes superconducting materials promis-
ing for spintronics [18–20]. Long-range nonequilibrium spin
states created in superconductors by electrical and thermal
injection of Bogoliubov quasiparticles have been intensively
studied [20–28]. The question of how the weak spin relaxation
in superconductors shows up in spin pumping properties have
remained unexplored and is addressed in the present paper.

Most of the experimental [13,15,16,29–34] and theoretical
works studying magnetization dynamics in superconduc-
tor/ferromagnet systems focus on the FMR properties [35–41]
and spin torques [42,43]. Here we consider the spin battery
effect [5] that is the static spin accumulation of Bogoliubov
quasiparticles in a superconductor (SC) generated either by
the coherent FMR drive or by the thermal magnons in the
adjacent FI. Our study is motivated by the recent experiment
demonstrating that magnons induce a giant inverse spin-Hall
signal in the transition state of the Nb/YIG superconduc-
tor/ferromagnetic insulator system [34]. Due to the close
relation between the spin Hall signal and spin density, this
observation hints that the spin accumulation induced by ther-
mal magnons is modified in a highly nontrivial way by the
superconducting correlations.

The considered setup is detailed in Fig. 1(a) which shows
the time-averaged quasiparticle spin accumulation 〈μs〉 gen-
erated in SC. It can be measured [12,13,15,16] in the nonlocal
circuit Fig. 1(b) consisting of the spin-polarized tunnel contact
with a metallic ferromagnet (FM) near FI and the distant
normal metal electrode (NM). The dc voltage VD induced into
this tunnel contact in the absence of a charge current through
it is [23]

VD = GFn

GF
PD · 〈μs〉. (1)

Here GF = GFn
∫ ∞

0 dεN (ε)∂εn0 is the linear local tunneling
conductance and PD the spin polarization of the SC/FM junc-
tion, N (ε) is the density of states in the superconductor, and
n0 = tanh(ε/2T ) is the equilibrium distribution function.

In the superconducting case the information carried by
the strength of the spin pumping which determines the FMR
linewidth is different from that in 〈μs〉. It is generally pro-
portional to the amplitude of magnetization dynamics 〈μs〉 ∝
〈m × ∂t m〉, where m(t ) is the unit vector of magnetization
direction in FI. In superconductors, however, the proportion-
ality constant of 〈μs〉 is sensitive to the magnitude of energy
relaxation time �−1 and its magnitude compared to the spin-
relaxation time τs. In the typical case �−1 � τs the resulting
nonlocal voltage VD can be parametrically larger in the su-
perconducting state than in the normal state by the factor
∼(�τs)−1. In superconductors Nb and Al these times are of
the order [15,44] of τs ≈ 0.1T −1

c in Al and and τs ≈ T −1
c

in Nb, while �−1(Tc) ≈ 103T −1
c in both materials [45,46].

Therefore in these superconductors one can expect an en-
hancement of spin accumulation induced by spin pumping by
the factor of (�τs)−1 ∼ 102–103 as compared to the normal
state.

The origin of the very large spin accumulation in FI/SC
contacts is twofold. First, magnetization dynamics results

2469-9950/2021/103(22)/224524(6) 224524-1 ©2021 American Physical Society

https://orcid.org/0000-0001-9665-6503
https://orcid.org/0000-0002-7732-691X
https://orcid.org/0000-0001-9957-1257
http://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevB.103.224524&domain=pdf&date_stamp=2021-06-22
https://doi.org/10.1103/PhysRevB.103.224524


RISTO OJAJÄRVI et al. PHYSICAL REVIEW B 103, 224524 (2021)

FIG. 1. Schematic FI/SC setup to measure spin accumulation
induced by magnons. (a) Nonequilibrium magnon distribution in FI,
generated either by a coherent FMR drive or a temperature bias,
induces spin and energy currents js and je to the SC, which create
spin and energy accumulations μs and W in SC. Proximity to FI also
induces a static exchange field h0 in the SC. The spin accumulation
is converted to electrical voltage VD in the ferromagnetic electrode
(FM) with the polarization PD. (b) Nonlocal circuit to measure
magnon-induced voltage VD.

in the energy current [4,47] je = α〈|∂t m|2〉, where α is
the contribution to the Gilbert damping coefficient due to
the contact. Second, in superconductors the spin splitting
in the Bogoliubov spectrum generated by FI through the
magnetic proximity effect [20,23,48,49] leads to the strong
coupling between energy and spin degrees of freedom [23].
The mechanism of converting pumped quasiparticle energy
to spin accumulation via elastic spin-relaxation processes is
demonstrated in Fig. 2 which shows nonequilibrium quasipar-
ticle states on the spin-split Bogoliubov branches Ep(p) for
different momenta p. The spin quantization axis is determined
by the Zeeman field h0 = h0z induced by the magnetic prox-
imity effect, when the static magnetization direction is m0 = z.

Energy current je generates spin-neutral energy accu-
mulation W by nonequilibrium quasiparticle states shown
schematically by the filled circles in Fig. 2(a). The important
feature of this distribution is that both spin-up and spin-down
branches have the same number of occupied states. Due to the
spin splitting the spin-up and spin-down branches are filled up

FIG. 2. Spin-split Bogoliubov spectrum in SC and its occupation
driven by magnons. (a) State with pure energy accumulation W
and no spin accumulation. Horizontal arrows represent elastic spin
scattering. (b) Elastically relaxed state. Elastic relaxation produces
spin accumulation μsz from energy accumulation W . The full/half-
filled/empty circles represent occupied/partially filled/unoccupied
states. The effect depends on the asymmetry between spin-resolved
density of states N↑(ε) and N↓(ε) and is therefore absent in the
normal state.

to different energy levels. The resulting population imbalance
can relax due to the elastic spin scattering process. As a
result, all spin-up and spin-down states with identical energies
become equally populated. As one can see from Fig. 2, in
this state the net spin accumulation is nonzero because of
the energy interval � − h0 < Ep < � + h0 where only the
spin-down states exist [50].

The energy-to-spin conversion processes can be quantified
using kinetic equations together with the collision integrals
corresponding to the spin-orbit or spin-flip scattering. Intro-
ducing the distribution functions f↑/↓ and densities of states
N↑/↓ in spin-up/down subbands, normalized to N↑ + N↓ = 1
in the normal state, we obtain [51] the spectral densities
for spin and energy accumulations fs = N↑ f↑ − N↓ f↓ and
fe = ε(N↑ f↑ + N↓ f↓). The elastic spin-scattering collision
integral is given by Is = ( fs − κse fe)/T1, where T1 is the
longitudinal spin relaxation time in the superconducting state
[23] and spin-energy coupling coefficient κse(ε) = (N↑ −
N↓)/[ε(N↑ + N↓)]. For weak spin splitting h0 � �2, we can
estimate κse ∼ h0/(ε�), where � is the superconducting gap.

The spin-diffusion equation modified by the spin-energy
coupling is given by

∂xJsz = fs(ε) − κse fe

T1
, (2a)

∂xJe = Ie−ph + � fe, (2b)

where Jsz(ε) and Je(ε) are the spectral densities of the
time-independent spin jsz = ∫

dεJsz and energy je = ∫
dεJe

currents. The sources of these currents are determined by the
boundary conditions at the FI interface with dynamical mag-
netization fixing the values of interfacial currents Je(x = 0) ∝
〈|∂t m|2〉 and Jsz(x = 0) ∝ z · 〈m × ∂t m〉. They are obtained
generalizing the theory of normal-state spin battery effect [5]
for the superconducting case [51]. In the limit of small SC film
thickness d the solution for spin accumulation μsz = (μs · z)
is μsz = −d−1

∫
dε(�−1κseJe + T1Jsz ). The first term has a

large prefactor �−1 and provides the possibility of spin signal
enhancement by the parameter κse/(�T1) as compared to the
normal state, where only the second term contributes. The
detailed calculation [51] described below shows that both Je

and Jsz are not dramatically smaller than their normal state
magnitudes down to T ≈ 0.3Tc. Thus μsz is enhanced by the
factor κse/(�T1) at T/Tc ≈ 0.8–0.9.

In the limit of a short elastic mean-free path, the described
effects are quantified using the Keldysh-Usadel equation
[39,40]

−{τ̂3∂t
◦, ǧ} + ∂x(Dǧ ◦ ∂xǧ) = [�τ̂1 + �̌ + 	̌so

◦, ǧ ] (3)

for the quasiclassical Green’s function (GF) ǧ in 8×8 space
consisting of Keldysh, Nambu, and spin indices [23]. The dif-
fusion constant is D, the elastic spin relaxation is determined
by the spin-orbit scattering self-energy 	̌so = σ · ǧσ/(6τso)
[51], while �̌ describes the coupling to the normal reservoir
to model the inelastic relaxation [52].

The spin splitting and pumping induced by the electron
scattering at the FI interface x = 0 are modelled by the dy-
namical boundary conditions [40,53]

Dǧ ◦ ∂xǧ(x = 0) = iJsd [τ̂3σ̂m ◦, ĝ] , (4)
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FIG. 3. (a) Quasiparticle excitation processes of the spin-split Bogoliubov spectrum. Vertical blue/red arrows are due to the absorption of
a magnon with spin ±1. Horizontal arrows represent rapid spin relaxation. The filling of the circles shows the occupation of the states after
spin relaxation. The corresponding peaks are labeled as I–III in the next panels. (b) Pumped spin accumulation (Tc0/h2

�)μz(T, �), (c) nonlocal
voltage (eTc0/h2

�)VD(�, T ), and (d) pumped energy accumulation W (T, �)/W (Tc, �), generated by the magnetization dynamics in the setup
of Fig. 1. The parameters used for (b)–(d) are �/Tc0 = 10−3, h0/Tc0 = 0.528, and τ−1

so /Tc0 = 1.19. For these parameters Tc ≈ 0.9Tc0, where
Tc0 is the critical field at h0 = τ−1

so = 0.

where we denote [A◦,B](t1, t2) = ∫
dtA(t1, t )B(t, t2) −

B(t1, t )A(t, t2) and similarly for the anticommutator
{X ◦,Y }. Here the interface is characterized by the effective
exchange coupling [54] Jsd . Within the minimal model
of the FI [53,55] it can also be expressed through the
spin-mixing angle [39,40]. The longitudinal spin-relaxation
time can be expressed in terms of the Green functions as
T −1

1 = N↑+N↓
6N↑N↓τso

Tr[(ĝRA
s )2 − (ĝRA

t )2], where ĝRA
s and ĝRA

t are the

singlet and triplet parts of ĝR − ĝA = ĝRA
s + ĝRA

t [23].
We assume the time-dependent magnetization is m⊥(t ) =

m�(cos(�t ), sin(�t ), 0) consisting of the left- and right-
hand parts m⊥(t ) = m�,l ei�t (x − iy) + m−�,re−i�t (x + iy)
with m�,l = m−�,r = m�/2. In general, solving Eqs. (3) and
(4) to the second order in time-dependent field we obtain the
stationary second-order correction to the Keldysh component
of the GF ĝK (ε) ∝ m2

�. It consists of corrections to the spectral
function analogous to those induced by the electromagnetic ir-
radiation [56,57] and of the anomalous part [58–61] ĝa which
determines the stationary spin accumulation and thereby the
nonlocal voltage in Eq. (1). The calculation of ĝa and its rela-
tion to the observables W , μsz and the distribution functions
f↑, f↓ is presented in Supplemental Material [51]. It provides
the general expression for the spin accumulation

μsz(�, T ) = χlr (�, T )ml,�mr,−�, (5)

where χlr is the second-order spin response function.
Here we consider a superconductor film with thickness

dS � sn, ξ0 small compared to the spin relaxation and co-
herence lengths in the superconductor. Then Eqs. (3) and (4)
can be reduced [51] to the coordinate-independent Usadel
equation with an effective Zeeman field h = Jsdm/d so that
h0 = Jsd/d and h� = h0m�.

The calculated dependencies of pumped spin accumula-
tion μsz, nonlocal voltage VD, and energy W are shown in
Figs. 3(b)–3(d). One can see the clear correlation between
these three quantities resulting from the strong spin-energy
coupling in spin-split superconductors. The key feature of
μsz(�) and VD(�) dependencies are the sharp peaks labeled
by I and II as well as the less pronounced peak labeled by III
corresponding to the different spin excitation processes shown
schematically on the energy level diagram Fig. 3(a).

The excitation processes I and II create nonequilibrium
quasiparticle states on the spin-down branch at the energy
interval � − h0 < Ep < � + h0, which corresponds to the
situation with spin-energy accumulation shown in Fig. 2.
Such states can relax only due to the slow energy relaxation
which determines the large amplitude of the peaks I and
II in Figs. 3(b) and 3(c). The size of these peaks scale as
min(τs,�

−1)h0/(τs�) as demonstrated by the series of plots
for different parameters [51]. The process III is more compli-
cated since it requires the existence of subgap spin-up states
at [� − h0,� + h0] energy interval which appear due to the
broadening of spin subbands by the spin relaxation. The equi-
libration of spin-up and spin-down populations shown by the
horizontal arrow leads to f↑ = f↓ but the spin accumulation
appears due to the DOS difference N↓ > N↑.

Results in Figs. 3(b) and 3(c) predict sizable spin and
voltage signals even for low frequencies � � �0. They
are especially pronounced near the peak II associated with
electron paramagnetic resonance frequency � ≈ 2h0 usually
reached in FMR experiments with resonance frequencies
around several GHz. The excitation process II in Fig. 3(a)
polarizes existing quasiparticles and therefore disappears at
low temperatures T � Tc. The processes I and III exist even
at T → 0 since they break Cooper pairs and create spin-
polarized quasiparticles out from the vacuum state. As a result
peaks I and III become exponentially diverging in the voltage
signal at low temperatures T � Tc [not shown in Fig. 3(c)],
VD ∝ e�/T since the local conductance GF ∝ e−�/T in Eq. (1).

Because of energy conservation W (�) = α(�)�2m2
�/�,

where α(�) is the frequency-dependent increase of Gilbert
damping. The plot of the ratio W (�, T )/W (�, Tc) =
α(�, T )/α(�, Tc) shows the presence of the superconducting
gap since the damping is generally suppressed for � < 2�0.
For temperatures somewhat below Tc there is a coherence peak
[37–40] at around � ≈ 2h0.

Next, we consider the spin accumulation driven by the
stochastic magnetization corresponding to the magnon ther-
mal field at temperature Tm �= T which can be controlled with
the help of electrical spin injection based on the spin Hall
effect [11,34]. For that we find μsz by averaging Eq. (5) over
the fluctuations of magnetization. This can be done [51] by
replacing the product of classical field components with the
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FIG. 4. Magnon Seebeck coefficient S(T ) in FI/SC/FM setup
calculated using (a) model energy relaxation (3) with � = 10−3Tc0

or (b) quasiequilibrium model (7) with electron-phonon relaxation.
Red (blue) curves correspond to (h0 · m0 ) > (<)0. Blue curves in
(a) are multiplied by 20 for clarity. Solid and dashed lines are for
|h0| = 0.5Tc0, τ−1

so = 1.1Tc0 (Nb) and |h0| = 0.9Tc0, τ−1
so = 0.12Tc0

(Al), respectively; PD = 0.5, PD · h0 > 0.

nonequilibrium Keldysh magnon propagator ml,�mr,−� →
vsδDK (�), where vs is the volume per spin, and summing
over �. In the stationary case δDK (�) = DRA(�)δ fm(�),
where DRA(�) and fm are the magnon density of states
and the distribution function [51]. For the thermally bi-
ased magnon state δ fm(�) = nB(�/Tm) − nB(�/T ), where
nB(�/T ) = coth(�/2T ). This approach generalizes the cal-
culation of the magnon-driven spin current [38,62,63] to that
of the magnon-driven spin accumulation.

For small magnon temperature bias this spin accumulation
μsz ∝ (T − Tm) and the detector voltage (1) can be expressed
through the linear Seebeck coefficient characterizing the con-
version of magnon temperature into the electric signal in
FI/SC/FM nonlocal circuit VD = S(T − Tm)

S = PDvsm
3/2
M

GFn

eGF

∫ ∞

0

√
�χlr∂T nBd�, (6)

where vs, the volume per unit spin in FI, determines the
number of magnon modes. For YIG [64], mM ≈ 1 eV−1 Å−2

and [65] vs ≈ 500 Å3. Figure 4 shows S(T ) for parameters
qualitatively corresponding to the EuS/Al and YIG/Nb based
FI/SC bilayers that have been studied recently [34,49].

The spin signals are enhanced even more due to the energy
dependence of the inelastic scattering rate when the relaxation
is due to the electron-phonon coupling. This can be demon-
strated in the quasiequilibrium limit, assuming the rapid
internal thermalization process that allows us to parametrize
the distribution function by temperature TS and the spin-
dependent chemical potential shift eVs. Then kinetic Eq. (2)
can be written as the following system describing energy, spin,
and charge currents at SC/FI and SC/FM interfaces

Ge-ph(TS − Tph) = Gme(Tm − TS )

VSνeVs/τsa = Gms(Tm − TS )

(GF /GFn)VD = PDVs + αth(TS − TF ). (7)

Here Ge-ph is the electron-phonon thermal conductance,
αth = ePD

∫ ∞
0 (N↑ − N↓)∂T n0dε is the thermoelectric coeffi-

cient at the SC/FM interface [20,21], VS the superconductor

volume, ν its density of states, and the energy-averaged spin
relaxation rate is τ−1

sa = ∫ ∞
0 dε (∂εn0)T −1

1 N↑N↓/(N↑ + N↓).
The magnon-electron conductances for spin and heat, Gms and
Gme, are expressed [51] through the linear spin susceptibil-
ity [40,66] and were previously studied in the normal state
[67,68]. Further we assume that the temperature of the phonon
heat bath is equal to that of the ferromagnetic metal electrode
TF = TS to obtain the electric Seebeck coefficient

S = GFn

GF

(
PDτsaGms

VSν
+ αthGme

Gme + Ge-ph

)
. (8)

The second term is again due to the spin-energy mixing, and it
provides the dominating contribution in the superconducting
state. The Seebeck coefficient is plotted in Fig. 4(b) [69].
Compared to the full nonequilibrium case [Fig. 4(a)], we find
that due to the rapid decrease of the electron-phonon coupling
with decreasing temperature, the signal persists to lower tem-
peratures and is mainly limited by the Seebeck coefficient of
the SC/FM junction [21].

The large value of the Seebeck coefficient converting the
magnon temperature difference to an electrical voltage indi-
cates that this device can be used as an ultrasensitive detector
of propagating magnons [51], analogous to the thermoelec-
tric detector suggested in Refs. [70,71]. The detector can
have a very low noise equivalent power of the order of
NEP2 ∼ GthT 2, limited by the weak thermal conductance
Gth = Gme + Ge-ph from the superconductor to the relevant
heat baths. Similar to the other nanoscale superconducting
detectors [72–74], they will also have a very good energy reso-
lution �E = NEP

√
τeff , provided that the thermal relaxation

time τeff is not too long. With suitable setting one can then
approach even the detection of single propagating magnons
with frequencies of a few tens of GHz.

To conclude we have shown how the electron-hole sym-
metry breaking present in SC/FI bilayers mixes the spin and
energy modes and leads to a giant enhancement of the spin
battery effect. This leads to the large magnon-driven Seebeck
effect which can be considered as a very sensitive detector of
magnons. We expect this effect also to explain the giant spin-
Hall signal measured in Ref. [34], but its precise description
would require appending the theory with the description of the
spin-Hall angle [75–77].

The mechanism of producing giant spin signals does not
necessarily require superconductors, but we expect similar
effects in any system exhibiting strong spin-resolved electron-
hole asymmetry, such as semimetals in the presence of large
exchange fields or magnetic topological insulators [78]. Such
systems allow for an electrical access to the energy dissipation
processes in ferromagnetic resonance or detailed studies of
the magnon spectra via the heat conductance Gme between
electrons and magnons.
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