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Dynamical spin susceptibility in La,CuQy, studied by resonant inelastic x-ray scattering
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Resonant inelastic x-ray scattering (RIXS) is a powerful probe of elementary excitations in solids. It is now
widely applied to study magnetic excitations. However, its complex cross section means that RIXS has been more
difficult to interpret than inelastic neutron scattering (INS). Here we report ~37 meV resolution RIXS measure-
ments of the magnetic excitations in La,CuQ,, the antiferromagnetic parent of one system of high-temperature
superconductors. At high energies (~2 eV), the RIXS spectra show angular-dependent dd orbital excitations in
agreement with previous RIXS studies but show new structure. They are interpreted with single-site multiplet
calculations. At low energies (<0.3 eV), we model the wave-vector-dependent single magnon RIXS intensity
as the product of the calculated single-ion spin-flip RIXS cross section and the dynamical structure factor
S(Q, w) of the spin-wave excitations. When S(Q, w) is extracted from our data, the wave-vector-dependence
of the single-magnon pole intensity shows a similar variation to that observed by INS. Our results confirm that
suitably corrected RIXS data can yield the genuine wave-vector and energy dependence of S(Q, w) for a cuprate
antiferromagnet. In addition to spin waves, our data show structured multimagnon excitations with dispersing

peaks in the intensity at energies higher than the single-magnon excitations.

DOI: 10.1103/PhysRevB.103.224427

I. INTRODUCTION

Unconventional superconductors constitute an important
group of strongly correlated materials that include heavy
fermions, cuprates, ruthenates, and iron-based superconduc-
tors [1-4]. They show a proximity to magnetic ordering or
have strong magnetic fluctuations [5]. In some cases, the
superconductivity can be established by chemical doping or
pressurizing a magnetic parent compound. Although the long-
range magnetic order is suppressed by the external tuning, the
short-range magnetic fluctuations are found to survive in the
superconducting phase of many unconventional superconduc-
tors [6—12]. The importance of these magnetic fluctuations to
the superconducting pairing mechanism has been a subject of
many studies in the last decades [5,13].

Experimentally, inelastic neutron scattering (INS) is a
well-established probe for the magnetic fluctuations in mag-
netic materials providing direct measurement of the magnetic
structure factor S(Q, ) [14]. For example, in La,CuOy4
(LCO), the parent compound of the first reported cuprate
superconductors, INS measurements observed spin-wave
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excitations throughout the Brillouin zone [15,16]. The excita-
tions are described by large superexchange couplings within
the CuO; planes, which extend beyond nearest neighbors. INS
has also shown that magnetic excitations persist over a large
range of wave vectors in superconducting cuprates [11]. They
are particularly strong near the (1/2, 1/2) position.

Compared to INS, RIXS is a newly emerged technique,
which has been proven to be a powerful tool for probing mag-
netic excitations in transition-metal oxides [17,18]. Owing to
its high cross section and micron-size focused x-ray beam,
RIXS is advantageous over INS in measuring small samples
and nanometer-thick films. By working at a resonance, RIXS
is element specific thus particularly suited for probing mag-
netic fluctuations in complex systems with multiple magnetic
elements. INS measurements of collective magnetic excita-
tions become technically challenging above about 500 meV
because the background due to multiple scattering becomes
large. RIXS does not suffer from this problem thus has a major
advantage for measuring high-energy excitations.

RIXS has made good contributions to the study of spin ex-
citations in cuprates. One of the earliest high-resolution RIXS
measurements at the Cu L edge in LCO demonstrated spin
excitations have similar dispersion as INS [19]. Subsequent
measurements on a wide range of cuprate superconductors
have revealed rich information about the damping, the inci-
dent energy dependence, the x-rays polarization dependence,
and the spectral weight of the spin fluctuations as a function of
the doping level [12,20-28]. Most recently, the dispersions of
RIXS magnetic excitations across a significant portion of the
reciprocal space in various cuprate compounds were shown to
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agree with the spin-wave theory [29]. Beyond cuprates, RIXS
has also demonstrated to be capable of probing magnetic
excitations in two-dimensional (2D) nickelates and iridates
[30,31]. These works clearly establish RIXS as a quantitative
probe of the dispersions of magnetic excitations in magnetic
insulators.

Theoretically, the relationship between RIXS cross sec-
tion and different correlation functions was investigated via
a perturbative expansion of the RIXS operator, i.e., the ul-
trashort core-hole lifetime expansion (UCL) [18], or via the
effective operator approach [32]. These studies confirm that
the low-energy RIXS is governed by spin excitations at least
in magnetic insulators. For the doped systems, the situation
becomes much more complex as both spin and charge ex-
citations may contribute to the low-energy regime of RIXS
spectra. Still both the UCL and the nonperturbative effective
operator approaches were used to explore RIXS spin excita-
tions and some general understandings were obtained [33,34].

Despite vast amount of RIXS measurements on magnon
dispersions, magnetic RIXS spectral weight has been explored
much less due to its complex cross section and often relative
comparisons are adopted [21,22,35]. Ament ez al. [18] pointed
out that under certain theoretical approximations, the absolute
RIXS cross section is proportional to the atomic form factor
multiplied by a dynamic structure factor S(Q, ). Such an ap-
proach has been applied to perovskite cuprates and nickelates
in studying magnetic RIXS intensities [36,37]. Braicovich
et al. [36] studied magnetic excitations in a number of un-
doped cuprates and found good agreement between measured
and calculated the momentum and polarization dependence
of single-magnon RIXS spectral weight. This was demon-
strated by the linear dichroic ratio of the RIXS spectral weight
between the horizontal and vertical polarizations assuming
that the dynamical structure factor S(Q, @) could be divided
out as a technique independent component. In a very recent
study of doped La;_,Sr,CuQ4 (LSCO), a similar procedure
was applied to determine the absolute wave-vector-dependent
susceptibility [38]. In this work, the atomic form factor is
regarded the same between the parent LCO and the doped
LSCO compounds. Magnetic RIXS spectral weights were
then compared using the absolute unit by assuming the dy-
namical structure factor S(Q, w) in LCO measured by RIXS
to be equivalent to those obtained from INS data.

Here we aim to improve the understanding of the mag-
netic RIXS cross section by examining the validity of the
assumption made for LCO in the previous study [38], that
is, whether indeed the dynamical structure factor S(Q, w)
probed by RIXS is consistent to the spin-wave theory and INS
results. RIXS measurements were performed on LCO single
crystals with surface normals (001) and (100). The sample
with the surface normal (100) provides extra access along
the (h, h) direction in reciprocal space compared to previous
RIXS measurements. We first compare the measured and cal-
culated dd orbital excitations using ligand-field theory (LFT)
implemented in the many-body code QUANTY [39,40]. Good
agreement was obtained for both samples. The comparison
was then extended to the magnetic excitations. Instead of nor-
malizing the RIXS intensity of the magnetic scattering to the
measured dd excitations [36], we studied in detail the atomic
form factor for the single-ion spin-flip RIXS excitations.

The extracted wave-vector-dependent spin susceptibilities
x'(Q) show a remarkable match with those seen by INS.

II. RIXS EXPERIMENTS

The RIXS experiments were performed on single-crystal
samples of LCO, which were grown using the traveling sol-
vent floating zone technique. We describe LCO using its
high-temperature tetragonal (HTT) I4/mmm crystal structure
in which a = b~ 3.8 A, ¢ ~ 13.2 A. The momentum trans-
fer Q is defined in reciprocal lattice units (r.l.u.) as Q =
ha* + kb* + [c* where a* = 27 /a, etc. The energy of the
scattered photons is given by iiw = c¢|k| — ¢|k’| and momenta
Q =k — K/, where k and k’ is the incident and scattered
photon wave vector, respectively.

High-resolution RIXS spectra were acquired at the 121-
RIXS Beamline at Diamond Light Source, United Kingdom
[41]. The incoming x-ray photon energy was tuned to the Cu
L3 resonance (=~931.5 eV) and we performed measurements
with both linear horizontal (LH)/7 polarization and linear
vertical (LV)/o polarization (Fig. 1). The total instrumental
energy resolution has standard Gaussian distribution with the
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FIG. 1. RIXS experimental geometries for the two samples.
(a) The LCO001 sample at ¢ = 0°, probing (%, 0). (b) The LCO001
sample at ¢ = 45°, probing (A, k). (¢) The LCO100 sample probing
(h, h). For each orientation, the projection of the momentum transfer
and the relationship between 6 and the momentum transfer is shown.
(d) shows various excitations resolved in a typical RIXS spectrum.
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full width at the half-maximum of AE >~ 37 meV. All RIXS
measurements were conducted at 15 K without the outgoing
polarization analysis.

Two different samples, LCO001 and LCO100, were pre-
pared with the surface normals (001) and (100), respectively.
The samples were aligned and cleaved in sifu to expose
a clean surface to the beam. Figures 1(a) and 1(b) shows
how data were collected from LCOO001 along (h,0) and
(h, h), respectively. Figure 1(c) shows how LCO100 was
mounted on a 45° wedge such that (110) was perpendicular
to the scattering plane. This allowed data to be collected
along (h, h) to larger h. Because of the two-dimensionality
of the magnetic excitations in cuprates, the in-plane wave
vector (h, k) is varied by scanning the angle of incidence
6 while keeping the scattering angle, €2, fixed at 154°.
The zero of 6 (0 =0) is defined such that (110) is an-
tiparallel to k and “grazing-in” k probes negative h. Thus
with LCO001, we access (h,0) = (—0.5, 0) to (0.5, 0)
and (h, h) = (—0.35, —0.35) to (0.35, 0.35). For LCO100,
(h, h) is probed with a maximal in-plane wave vector of
0.4,0.4).

A typical RIXS spectrum is shown in Fig. 1(c) in which a
quasielastic peak, phonon excitations, single-magnon, multi-
magnon, and dd orbital excitations are clearly resolved. The
measured RIXS intensity, IM* can be corrected to yield the

real RIXS intensity Ig‘(’frr), toogrc)count for energy, wave-vector,
and polarization-dependent self-absorption effects. The self-
absorption correction method is an extension of the simple
procedure in recent works [26,42] and is described explicitly
in Appendix A 3. In Sec. III, we will first focus on the dd
orbital excitations and in Sec. IV, we will discuss the magnetic

excitations.

III. dd ORBITAL EXCITATIONS

The RIXS spectra are dominated by strong dd excitations
between 1.3 and 3 eV, which occur due to transitions between
the ground and the excited 3d orbital states as sketched in
Fig. 2(a). dd excitations have been extensively studied using
RIXS in the past for understanding the local crystal field
splittings among various cuprate families [43,44]. Plotted in
Fig. 2(b) is a representative RIXS spectrum in the energy
range of the dd excitations. More experimental RIXS dd
spectra are presented in Fig. 10 in Appendix A. Overall they
are consistent to a previous report besides the d,. orbital is
better resolved [44]. A pseudo-Voigt function is used for the
spectral fitting where each dd excitation seems to comprise
two peaks in particular the d,, orbital. The averaged splitting
energy is about 100 meV. The double-peak profile in each
orbital excitation is possibly due to the coupling with the spin-
flip or phonon excitations [45,46]. There is also additional
spectral weight present at a higher energy of 2.4 eV. This
peak is seen in a previous work and has been attributed to
oxygen vacancies, which are thought to alter the crystal field
acting on the Cu ions [44]. We fit this peak with an additional
pseudo-Voigt function.

To reproduce the experimental observations, we con-
structed a single (CuO4)°~ cluster in Dy, symmetry using
ligand-field multiplet theory (LFT) implemented in the
many-body QUANTY code [39,40]. To simplify the multi-
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FIG. 2. Orbital excitations in RIXS showing (a) the dd tran-
sitions in LCO and (b) a comparison of the calculated dd peaks
from ligand field theory (LFT) and RIXS measurements for a typical
spectrum at @ = 120° along the (%, 0) direction, LCO001 orientation
and with o polarization. (c)—(h) show the intensity of the dd exci-
tations from fitted RIXS data compared with the relative intensities
calculated in LFT.

plet calculations, we consider pure dd orbital excitations
without invoking the spin-flip or phonon contributions in dd.
Throughout the paper, all calculations were done with the
outgoing polarization effect averaged and spectra are broad-
ened with the instrumental energy resolution. Appendix B
describes the calculation details. As the dd excitations are dis-
persionless (without Q dependence) [17], the self-absorption
corrected orbital excitations intensity can be described by the
atomic form factor, i.e., the single-ion orbital excitation ampli-
tude, Rowita (€, €, @), which is dependent on the polarization €
and €’ of the initial and final photons, and the excitation energy
w:

Torvital = f(;rbital X Robital (67 6/7 (,()) (1)

fobitar 18 @ constant prefactor for the orbital excitation inten-
sity. Figure 2(b) compares the theoretical calculated result to
the RIXS measurements for a representative spectrum. It is
noticeable that the experimental excitations are much broader
than that in the LFT theory. In addition, the relative intensity

of d» orbital is overestimated in theory. To further explore the
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comparison, we extended the study to the angular dependence
of the dd orbital excitations.

In Figs. 2(c)-2(h) we summarize the integrated dd orbital
excitation intensity as a function of 6 under various experi-
mental configurations. Note that each data point represents the
sum of the full integrated area of each dd orbital excitation.
The angular-dependent theoretical results are superimposed
on top of the experimental data. Note that the calculated dd
excitation intensities have been renormalized using a single
scaling factor for all orbital excitations in order to compare
with the experimental data. We notice that LFT theory de-
scribes well dy, and d,./d,, orbitals though overestimates at
close to the grazing-out geometry, 8 > 100°, with o polar-
ization along both (%, 0) and (%, ) directions. For d,» orbital,
LFT seems to overestimate generally for most of the experi-
mental configurations indicating potentially the insufficiency
of a single (Cu0,4)°~ cluster. Nevertheless, the overall 6 de-
pendence of dd excitations seems to match with the theory for
all experimental configurations. We are therefore motivated to
apply the theory to the magnetic excitations whose intensities
are strongly 6 dependent [17].

IV. DYNAMICAL SPIN SUSCEPTIBILITY

Figures 3(a)-3(f) show RIXS intensity maps in the low-
energy region as a function of the momentum transfer along
(100) and (110) directions. Near zero energy loss, we see
quasielastic peaks. Between zero and 100 meV, two phonon
branches are clearly resolved throughout the accessible

s00 O

LCO001 LCOO001 |

04 02 0 02 04 04 02 0 02 04
hin (h, 0) (r.l.u.)

0.2 03 0.4 0.2 03 0.4
hin (h, h) (rl.u.) hin (h, h) (r.l.u)

momentum space. These are likely the bond-buckling and
the bond-stretching modes [47], which will be discussed in a
separate work. As is known, the strongly dispersive features
are single magnons emanating from the zone center to the
zone boundary up to almost 400 meV [15,16]. In particu-
lar, single magnons in LCO100 show consistent dispersion
compared to that in LCO001 projected along the (h, k) di-
rection. Beyond the zone boundary of (1/4, 1/4), the single
magnons continue to disperse to lower energy akin to the INS
data [Figs. 3(c)-3(f)] [15,16]. Broader peaks appear between
400 meV and 600 meV, which are most likely the multi-
magnons as observed by RIXS at the Cu L3 and the O K edges
[48,49].

The spectra between —80 and 800 meV are modeled
with Gaussian functions to account for the elastic peak and
phonons and with the response function of a damped harmonic
oscillator (DHO) to account for the (single- and multi)magnon
excitations. The DHO model has been used in several RIXS
studies [38,50,51] and describes the response for a range of
damping. We fit the spectra to the imaginary part of the DHO
response, given by,

X' Qi (Q)y( Q) w

x"(Q,w) = ,
[0? — Q)] + *¥2(Q)

(@)

where x’(Q) is the real part of the susceptibility at zero fre-
quency, wy describes the position of the excitation pole and y
represents the damping.
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FIG. 3. The low-energy excitations in LCO showing (a)—(f) self-absorption corrected RIXS intensity maps and (g)—(l) representative RIXS
spectra. Total fits to the data are shown in red. The DHO magnon and multimagnon fit are shown in pink and yellow, respectively. Gaussian

fits to the elastic peak (purple) and phonon (blue and green) peaks.
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Examples of the RIXS spectra and fittings are shown in
Figs. 3(g)-3(1). The data show drastically different ratio be-
tween the single- and multimagnon intensity measured with
incident polarization o or w. At Q = (1/2, 0), the single-
magnon component dominates the spectra for 7w polarization
while it becomes much weaker and almost entirely obscured
by the multimagnon component with o polarization. The
drastic polarization and 6 dependence is due to the local
spin-flip cross section [17]. Interestingly, the multimagnon
at Q = (1/2,0) probed with o polarization in Fig. 3(g) has
a well-defined line profile and cannot be fitted by DHO.
It is also the enigmatic region (1/2,0) where INS reported
the spin excitations deviate from the linear spin-wave theory
[16]. Very recently a polarimetric RIXS study revealed well-
structured multimagnon excitations in the parent Sr,CuO,Cl,
at the same zone boundary position [52]. The polarimetric
RIXS analysis shows that the mode cannot reconcile with
pure bimagnon excitations and higher-order magnons, such
as three-magnon excitations, likely contribute to the spectral
weight at the specific region [53].

To illustrate the single-magnon dispersion more clearly, we
plot the magnetic pole wy of LCO001 in Figs. 4(a)-4(d). On
top of that, we add data points obtained from LCO100 along
the (h, h) direction. Noticeably, the single-magnon disper-
sion obtained from LCOO001 and LCO100 matches very well.
To compare with the spin-wave theory (SWT), we computed
the dispersion using the nearest- and the next-nearest-
neighbor exchange constants extracted from INS [16]. Good
agreement is seen in both (4, 0) and (%, h) direction. Fig-
ures 4(e) and 4(f) show comparisons of the magnon spectra
obtained between RIXS and INS at two zone boundary po-
sitions. Remarkably, the line shape of the magnon spectra
agree well between two techniques. At the (1/4, 1/4), the
magnon excitation shows a resolution-limited peak whereas
at (1/2,0), both RIXS and INS spectra present some spectral
weight at high energy as a continuum.

We now discuss the RIXS intensity of the single magnons.
As with the analysis of the dd excitations, the single-magnon
intensities are extracted from an integration of the DHO func-
tion and summarized in Figs. 5(a)-5(f). Note that these data
are presented as a function of 6 due to the complex projection
along the (h, h) direction in LCO100. Importantly, as the sin-
gle magnons are strongly dispersive in the energy-momentum
space, an accurate self-absorption correction is performed for
both the energy and momentum dependence. Details of the
self-absorption correction are presented in Appendix A 3. At
least for the magnetic insulators [17], RIXS magnon intensity
is proportional to the dynamical structure factor S(Q, ) mul-
tiplied by the atomic form factor of the single-ion spin-flip
amplitude, Rqyin (€, €, w), which is dependent on the polariza-
tion € and € of the initial and final photons, and the excitation
energy w:

Ispin = fglpin X Rspin(e’ 6/, a)) X S(Q’ w)- (3)

fs’pin is a constant prefactor for the spin excitation intensity.
Under this approximation, we computed the single-ion spin-
flip amplitude, Rypyin, as a function of 6. To simulate the
single-ion spin-flip excitation, we add a magnetic field along

the (h, h) direction of the CuO, planes with a magnitude
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FIG. 4. (a)—(d) show the energy dispersion of magnon excitations
measured by RIXS. Red symbols indicate w, extracted from the
damped harmonic oscillator fit to the magnons and data from the
LCO001 and LCO100 orientations are indicated with circles and
squares, respectively. The dashed line shows the magnon dispersion
extracted from INS [16]. (e)—(f) show comparison of the magnon
line shape measured with 7 polarized RIXS in pink and INS in cyan,
at wave vectors close to (1/2,0) and (1/4, 1/4). The INS data are
scaled to the RIXS data and a constant offset of 0.5 is added to the
INS to compensate for a possible over subtraction of the background
in Ref. [16].

resulting in Zeeman splittings in the order of 100 meV. The
calculated spin-flip spectra were fitted using DHO function
and the integrated spectral weight are plotted on top of the
experimental data in Figs. 5(a)-5(f).

The first glimpse informs us that the experimental magnon
intensities modulate as a function of 8 and follow the overall
trend of the local spin-flip cross section at least for LCOO001.
However, there are deviations around 6 >~ 75° where the
magnon intensity drops almost to zero. This is probably due
to the diminished spin-wave intensity near the zone center.
It is thus appealing to see both the local and the collective
behaviors play a role in the magnon intensities in RIXS.
For LCO100, it is less obvious to trace the evolution of the
magnon intensities between the experiment data and the local
spin-flip cross section. This may be due to the unusual projec-
tion of the momentum transfer along the (%, i) direction.

To reveal the dynamic spin susceptibility from RIXS, we
divided the magnon intensity by the local RIXS spin cross
section from the LFT calculations,

Ispin
$(Q, w)rixs X R (€]
spin
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FIG. 5. Details of the deconvolution procedure for the magnon intensity. (a)—(f) show the self-absorption corrected magnon intensity, Z.o
(filled circles), compared to the single-ion spin-flip cross section Ry, (black line). (g)—(1) show the fully deconvoluted intensity, S(Q, @)rixs

as a function of Q. The value of 6 is indicated by the color.

S(Q, w)rixs 1s shown for both LCO001 and LCOI100 in
Figs. 5(g)-5(1) as a function of wave vector. Remarkably,
the simple process yields a highly symmetrical intensity pro-
file with respect to the zone center in LCO001 along both
(h,0) and (h, h) directions. The symmetrical magnon inten-
sity profile is reminiscent of the spin-wave intensity in the
Heisenberg model [15,16]. For LCO100, the difference after
the removal of the local spin-flip cross section is even more
striking. The irregular magnon intensity profile evolved to a
clear exponential-like trend as a function of Q along the (h, &)
direction consistent to the linear spin-wave theory and the INS
data [15,16]. We want to bring the attention to the effect of
the incident x-ray polarizations. The fact that there is almost
no polarization dependence among all sets of data pointing
to a simple message, that is, the pure collective dynamic spin
susceptibility is independent of the property of the experimen-
tal probe. It is also worth mentioning the error bars of the
magnon intensities. For LCO001, data points near the zone
center are marked with large error bars due to the uncertainty
of fitting the negligible raw magnon intensities. Similarly, the
data points near the very grazing-out (grazing-in) geometry
in o (;r) polarization are associated with large error bars as
a result of minimal local spin-flip cross section. The latter
reason also applies to LCO100 where the large error bars
are present near 6 ~ 60° and 90° for o and 7 polarizations,
respectively.

Figure 6 shows the single-magnon intensity measured with
INS by Headings et al. along the primary direction (4, 0) and

2FS \‘ ‘ " Integrated 20
\ fitted data
\
N

15 \ ++
5 8 +
2y }
o m
=

\
0.5 \
\

0.4 0.3 0.2 0.1 0 0 0.1 0.2 0.3 0.4
hin (h, 0) hin (h, h)

FIG. 6. Comparison of the spin-wave intensity for RIXS, INS,
and the theoretical values from SWT. INS data are shown as blue
diamonds and the SWT as a black dashed line. RIXS data from the
LCOO001 and LCO100 orientation are indicated in pink and white
marks, respectively, and o and 7 polarization are represented by
circles and squares, respectively. In each case [ is the energy integral
of S(Q, w) over the spin-wave pole.

224427-6



DYNAMICAL SPIN SUSCEPTIBILITY IN ...

PHYSICAL REVIEW B 103, 224427 (2021)

(h, h), as well as the linear spin-wave intensity calculated from
the next-next-nearest-neighbor SWT model [16]. Along the
(h, 0) direction, INS data show roughly a constant magnon
intensity profile from 0.2-0.5 r.l.u.. Such behavior is a clear
deviation from the linear spin-wave theory, which increases
monotonically approaching the zone boundary. The missing
spectral weight was explained due to the cutoff energy of
450 meV in INS and the creation of a spinon pair at (1/2, 0)
[16]. To verify this, we plot S(Q, w)rixs results in Fig. 6. Note
that RIXS data are selected from regions with relative small
error bars, i.e., o grazing-in, 7 grazing-out for LCO001, while
o grazing-out and 7 grazing-in for LCO100. In particular, a
single scaling constant is applied to the RIXS data in order to
compare the relative trend of S(Q, w)rixs With respect to INS
results. It is interesting to find that RIXS measurements up
to 1 eV yield similar results. The comparison highlights that
the discrepancy at the zone boundary of (1/2, 0) between the
experimental results and the SWT has physical origin and is
not influenced by the technical limitation of the energy cutoff
in INS.

Along the (h, k) direction, LCO100 shows a sharp intensity
increase towards the Qapm = (1/2, 1/2). We see vague indi-
cation of the trend in LCO001, however, the measurements
do not reach large enough Q. The measurements on LCO100
allows us to reach (0.4, 0.4), which is crucial for the com-
parison with INS experimental data. The level of agreement
is good among RIXS, INS, and SWT model, which all show
an increased intensity toward the Qapy = (1/2, 1/2). At low
Q, RIXS generally observes greater spectral weight than INS.
The additional intensity may well result from the specular
reflection influencing the magnon fits.

The intensity of the multimagnon excitations, which are
well resolved in our data, could be extracted and corrected
in the same way as the single magnons. However, the po-
larization dependence and the line shape of the multimagnon
excitations are not fully understood [52]. The single-site cal-
culations are also inadequate in this case as multimagnon
creation is likely to be more complex [17,53] than simple
bimagnon excitations. Cluster calculations are needed to pro-
vide a proper description of the multiple-sites spin-flip cross
section before the extraction of the dynamical spin suscepti-
bility of the multimagnons.

V. CONCLUSIONS

We have made high-resolution RIXS measurements of
the orbital and collective magnetic excitation for La,CuQOy4
single crystals with the surface normals (001) and (100).
The dd orbital excitations are clearly resolved owing to the
high-energy resolution. Strong 6 dependence of the orbital
excitations are well reproduced by the multiplet ligand field
theory. The momentum-dependent collective magnetic exci-
tations are measured along both (4, 0) and (h, h) directions
of the first Brillouin zone to the extent that is possible at the
Cu L3 edge. The dispersion of the single magnons show a
very good match to the spin-wave theory. Remarkably, the
RIXS single-magnon spectral profiles are reminiscent of those
measured by INS. We determined the wave-vector-dependent
single-magnon response by correcting for the self-absorption
and the atomic form factor of the local spin-flip amplitude. It

is found that this response reflects the well-known dynamical
spin susceptibility for La,CuO,4 regardless of the incident
photon polarization and the many-body effects involved in
the RIXS process. Comparing to INS data, RIXS show excel-
lent agreement along both primary directions. In particular,
the consistent results between RIXS and INS show strong
deviation from the spin-wave theory indicating the abnormal
spin susceptibility approaching (4, 0) zone boundary is a gen-
uine behavior of the system.
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APPENDIX A: EXPERIMENTAL DETAILS

1. Sample preparation

Samples of single-crystal LCO were grown via the
traveling-solvent floating zone technique (TSFZ), annealed
in an argon atmosphere to remove excess oxygen, detwinned
and cleaved in situ. The crystals were previously used in the
neutron scattering measurements described in Ref. [16].

2. Data processing

RIXS data are extracted by integrating along the non-
energy-dispersive direction at each Q after subtracting the
dark-image background. Spectra are normalized by the count-
ing time. The zero-energy positions of RIXS spectra were
determined by comparing to reference spectra recorded from
the amorphous carbon tapes next to the sample for each Q
position. They were finely adjusted through the Gaussian fit-
ting of each elastic peak. It is clear that this process is much
easier close to the specular position (Q = 0 in the LCO001
orientation) where the elastic peak becomes large. To reflect
this, the error in the energy correction is established by the
error in fitting a Gaussian peak multiplied by a Bose function
n(w) + 1 to model the excitations near w = 0. The shift in
energy remains within 12 meV throughout the Q range, there-
fore we conclude that the procedure is consistent regardless of
the intensity of the elastic peak.

3. Self-absorption correction

We follow recent practice [26,28,54—-56] to correct for the
effects of self-absorption in our data using x-ray absorption
spectra (XAS) measured in the same geometry as the RIXS
measurements. We estimate a self-absorption factor, Csa us-
ing the same procedure as outlined in Ref. [38], where the

224427-7



H. C. ROBARTS et al.

PHYSICAL REVIEW B 103, 224427 (2021)

o
o

N

—_

XAS intensity (arb. units)
[6)]

o
o

930 932 934 930 932 934
Incident energy (eV) Incident energy (eV)

FIG. 7. The projected XAS spectra along the a and c axes in
LCO samples with ¢ and & polarizations. f,(E;), f.(E;) have fixed
intensity due to the fixed incident energy while f,(Ey), fo(E;) of
emitted X rays are energy dependent.

corrected intensity (7, is 177 = Csall(;) or,

jeorr _ ymeas Hio(x) sin(§2 — 6) + Hfo@) sin 6
olm) — Tolm) sin(Q2 — 0) '

(AD

Here p; and s are the absorption coefficients extracted from
XAS performed prior to the RIXS measurements. In our ex-
periments the XAS is measured with the total electron yield.
Components of the photon form factor, f, and f, are extracted
from the XAS intensity when the electric field of the incident
x rays is parallel to the crystalline a and ¢ axes, respectively
which can be accessed with o and  polarized x rays, respec-
tively. Figure 7 shows example XAS spectra measured along

LCO001
A

the a and c axes. f; and f, are found from the intensity of the
XAS spectra at E; and E relative to the intensity at resonance.
These values allow us to estimate the absorption coefficients
for the incident and outgoing x rays in the LCO001 geometry,

Hio = fa(ED),
Wiz = fa(Ei)sin® @ + f.(E;)cos 6,
Mfo = fa(Ef)a

Wrx = fu(Ep)sin®(Q — 0) + fo(Ef)cos*(2 — 0).  (A2)

For LCO100 the absorption coefficients can be approximated
as,

Wio = fa(E),
Wix = fo(E;)sin® 0 + f,(E;)cos 6,
Hfo = fu(Ef),

Lpa = fo(Ep)sin®(Q — 0) + fu(Ep)cos* (2 —6).  (A3)

Taking these factors into account, Fig. 8 shows the energy,
angle, and polarization dependence of the self-absorption
factor, Csp. A peak in self-absorption is seen close to
the elastic position, which is most pronounced at large 6.
However, it is clear that there is significant variation in
the extent of self-absorption depending on the experimental
setup.

Figure 9 shows the result of applying the self-absorption
correction to the different excitations that were measured.
Figures 9(a)-9(f) show the dd excitations intensity before
and after the self-absorption correction. As shown in Fig. 8,

LCO100
A

1 50
2 0 deg’)
o) 0 (

1
Energy (el/) 2 0 9 (deg-\

FIG. 8. The calculated self-absorption factor, Cs for excitations measured in LCO as a function of excitation energy relative to Cu Ls

edge, incident angle 6 and polarization.
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FIG. 9. RIXS intensity before and after applying the self-absorption correction. Measured data are shown in white and corrected data in
red. The effect is shown for dd excitations in (a)—(f) and in single magnons in (g)—(1).

at the energy where the dd excitations occur, >~2 eV, the
self-absorption factor is relatively low, therefore the corrected
intensity is not significantly changed. For dd excitations, we
assume that the polarization of the scattered photons is un-
changed (6 — o or w — ). This is an approximation that
does not account for the complexity of the dd excitations

reported in Ref. [28] but as the total self-absorption at this
energy is so small, this approximation works well enough for
our purposes. Figure 10 presents raw dd excitation spectra
under various configurations.

At low energy, the self-absorption is much greater and
polarization-dependence of the scattered light also becomes
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more significant. Figures 9(g)-9(1) show the intensity of the
single-magnon excitations before and after the self-absorption
correction. Here we assume the photon polarization is flipped
as a result of the excitation (6 — m or w — o). This as-
sumption is justified by RIXS measurements performed with
polarization analysis such as that by Peng et al. [51] and
Fumagalli er al. [28]. Following this assumption, the single-
magnon intensity is seen to be significantly altered by the
self-absorption effects.

APPENDIX B: LIGAND FIELD THEORY MULTIPLET
CALCULATIONS

We computed the single-ion dd orbital and spin-flip exci-
tations using ligand field theory implemented in the QUANTY
package [39,40]. We implement the (Cu04)®~ cluster in Dy,
symmetry in the LFT calculations [57]. The 3d states are
therefore split into d,>_, d,2, dxy, and d.;/d,, orbitals under
the D4, symmetry. The ligand hole wave functions con-

sist of linear combination of O 2p orbitals with the above
symmetries. The on-site d-hole energy is set to zero by omit-
ting the point-charge crystal-field splitting. The energy of all
unhybridized O 2p states is the charge-transfer energy A ;.
Owing to the nearest-neighbor O 2p-O 2p hybridization, the
effective charge-transfer energy of, the ligand hole with d,>_,»
orbital symmetry, is A,y — T,,, where T}, is O 2p-O 2p hop-
ping integrals. Also, T},; defines the Cu 3d-O 2p hybridization
energy for the d,2_,» orbital. We calculate the one-hole basis
function, the matrix element and the energy levels as imple-
mented in the Ref. [57]. To describe our RIXS data, we found
the values of Ay, Ty, and T,y are best optimized to 2.2 eV,
0.81 eV, and 3.1 eV, respectively, consistent to the previous
study [44]. The values of the 3d-3d electrons Coulomb in-
teraction Slater integrals, F,, F;,, F;;, Fy), and Fr, the 2p
and 3d core-valence electrons exchange-Coulomb interaction
Slater integrals G; , and G; - and the spin-orbit coupling of the
ground state and the core-hole state, £; and &,,, are taken from
Ref. [58].
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