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Cluster-glass behavior in the two-dimensional triangular lattice Ising-spin compound Li2Mn3O7
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We present the detailed structural and magnetic properties of Li2Mn3O7 from powder x-ray diffraction
(XRD), dc susceptibility, heat capacity, ac susceptibility, thermoremanent magnetization, magnetic memory, and
exchange bias effect. Rietveld refinement of XRD data reveals that this compound has a rhombhohedral structure
composed of a layered triangular lattice. Onset of spin-glass transition was confirmed by dc magnetization and
ac susceptibility measurements. Dynamic scaling laws were used to analyze and classify the glassy behavior of
the compound. Magnetic field dependence of irreversible temperature follows the Almeida-Thouless line, which
is characteristic for an Ising spin-glass system. Fitting of the frequency-dependent freezing temperature with a
power law results in zν ′ = 4.06 ± 0.06, which indicates the critical exponent of the sluggish spin dynamics and
τ0 = 4.2 × 10−8 s is a characteristic time scale for a single spin-flip. Further evidence of cluster-glass behavior
comes from the frequency dependence of the freezing temperature fitted with the Vogel-Fulcher law, which
considers interaction between bigger magnetic entities. Values of fitting parameters are Ea/kB = 27.62 K and
T0 = 9.57 K, which confirm cluster-glass behavior. The presence of magnetic relaxation below freezing
temperature and the magnetic memory effect confirms the nonequilibrium dynamics of the system through a
number of metastable states. Moreover, observation of the exchange bias effect reflects the presence of intrinsic
phase inhomogeneity. These results indicate that the triangular lattice causes a disordered ground state as a result
of competing exchange interactions.
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I. INTRODUCTION

In the last few decades, the unusual magnetic properties
shown by low-dimensional compounds have received great
attention from the scientific community after the discovery of
superconductivity in cuprates at relatively high temperatures
[1]. The presence of exotic magnetic properties at low temper-
atures makes the study of a quasi two-dimensional triangular
lattice quite interesting. Compounds showing spin-glass be-
havior are at the center of research to study the sluggish
dynamics of spins, exchange bias effect, magnetic memory
effect, and relaxation behavior, which reflects the attraction
of current research towards new quantum phenomena [2–5].
The spin-glass state can be classified quantum mechanically
as a state having a large number of degenerate ground states
which has spins frozen in random directions below a critical
temperature [6]. This nonequilibrium state arises because of
frustration which can originate from the geometry or com-
peting exchange interactions present in the system [7]. In
continuation, cluster-glass is a system which shows spin-glass
like dynamic behavior but fundamental blocks responsible for
such behavior are larger spin entities rather than the atomic
spin which is responsible for spin-glass. Perfect examples of
these kinds of systems can be expected from random dis-
tributions of diluted magnetic impurities in noble metal or
nonmagnetic oxides and lattices having geometrical frustra-
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tion which hinder the derogation of energy. Some systems
may have frustration as a result of competition between
nearest-neighbor (NN) and next-nearest-neighbor (NNN)
interactions [8]. Triangular geometry having antiferromagnet-
ically coupled magnetic atoms is at the forefront to study
frustration, as there may be a large number of ground states
due to competing near-neighbor interactions. Comprehensive
experimental and theoretical research has been done to search
for a novel minimum-energy state without any magnetic
order. Upon considering interactions beyond next-neighbor
exchange, a ground state with spin disorder can be realized
in a triangular lattice; as predicted in recent theories [9].

Members of the lithium-based manganese oxide family are
rich in magnetic properties, which is evident from the spin-
glass behavior in spinel LiMn2O4 [10] and antiferromagnetic
ordering in a honeycomb lattice of Li2MnO3 [11]. But exten-
sive study of the magnetic properties of this family has not
been reported. The unconventional magnetism shown by the
family members motivated us to examine the magnetic prop-
erties of Li2Mn3O7. In this report, cluster-glass behavior of
Li2Mn3O7 has been established by means of various equilib-
rium and nonequilibrium dynamics experiments. The glassy
behavior of the system can be attributed to its fascinating tri-
angular lattice geometry in the ab plane. The weak interlayer
coupling and ABCABC stacking of triangular layers along the
c axis make it a potential candidate to study low-dimensional
magnetism. Coexisting ferromagnetic and antiferromagnetic
nanoclusters are suggested from the presence of the exchange
bias (EB) effect.
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TABLE I. Crystallographic spatial parameters obtained from the
Rietveld refinement of Li2Mn3O7. Space group = R − 3m, V =
102.469(2) Å3, χ 2 = 1.6 %, Bragg R factor = 3.47 %, Rf = 3.06
%.

Atom Wyckoff symbol x y z

Li 3b 0 0 0.5
Mn 3a 0 0 0
O 6c 0 0 0.2654(5)

II. EXPERIMENTAL PROCEDURE

The chemical sol-gel method was adapted to prepare poly-
crystalline samples of Li2Mn3O7. In the first step, Li2CO3 and
Mn2O3 were dissolved in diluted nitric acid kept at 100◦C.
After getting a transparent solution, the temperature of the
solution was reduced to 80◦C and citric acid was added to
the solution with constant stirring. The resulting solution
was kept at 80◦C for 6 h so that a gel was formed, which
was further heated at 200◦C in air for 12 h. As-prepared
powder was ground and heated at 600◦C for 12 h in an oxy-
gen atmosphere to remove extra carbon, nitrogen, etc. Then
the powder was pressed into pellets and sintered at 700◦C
for 24 h in air. Room-temperature x-ray diffraction (XRD)
data were collected from a PANalytical Empyrean alpha-
1 diffractometer using monochromatic Cu Kα1 radiation of
wavelength λ = 1.5406 Å. dc magnetization, magnetic mem-
ory, magnetic relaxation, and EB experiments were performed
using a Magnetic Property Measurement System (MPMS-
SQUID; Quantum Design, USA), while ac susceptibility and
heat capacity measurements were carried out using a Physical
Property Measurement System (PPMS; Quantum Design).
Heat capacity measurement was carried out using thermal
relaxation calorimetry on a small pellet of Li2Mn3O7 at con-
stant pressure, which was mounted on a sample platform of a
heat capacity puck (PPMS) with Apiezon N-grease for better
thermal contact. First, we measured the heat capacity of the
grease without the sample, which was subtracted from the
former to obtain the heat capacity of the sample [12].

III. RESULTS AND DISCUSSION

A. X-ray diffraction and crystal structure

Phase purity of the prepared sample was confirmed by
structural analysis of the XRD pattern using the Rietveld
refinement method in the FULLPROF package [14]. Initial
structural parameters for the refinement were taken from
Ref. [13]. From a literature review, we were aware that two
different space groups are reported for Li2Mn3O7: R − 3m
[15] and Fd − 3m [13]. Upon performing structural fitting
with both space groups, R − 3m was shown to have a rela-
tively lower goodness of fit (χ2 = 1.6 %), which is evident
in Fig. 1 and, hence, was adapted as a possible crystal struc-
ture solution. The obtained lattice parameters from Rietveld
refinement, a = b = 2.8902(2) Å and c = 14.1645(2) Å, are
in good agreement with the previous report [13]. Arrange-
ments of all atoms in the unit cell are shown in Fig. 2(a)
and their coordinates in the unit cell are listed in Table I.
The structure of Li2Mn3O7 consists of edge-sharing regular

FIG. 1. Rietveld refined room-temperature x-ray diffraction data
for Li2Mn3O7.

octahedra of MnO6 [edge length = 3.8362(3) Å] and LiO6

[edge length = 4.3360(8) Å]. The basal and top planes of
the unit cell are composed of MnO6 octahedra only. The Mn
ions form equilateral triangle layers in the ab plane which are
stacked in an ABCABC manner along the c axis as shown
in Fig. 2(b). Along the c axis the interlayer distance between
adjacent magnetic layers is more than 5 Å, which rules out
any magnetic coupling between interlayer ions through direct
exchange interactions. So, magnetic properties of the sys-
tem will be controlled by intralayer interactions. Figure 2(c)
shows the arrangement of Mn-ions in the triangular lattice.
The intralayer distance between Mn-Mn atoms is 2.8922(7)
Å and the bond angle Mn-O-Mn is 95.41◦. According to the
Goodenough-Kanamori rules, if the angle between next-to-
nearest positive ions is 90◦, mediated by nonmagnetic ions,
then ferromagnetic interaction will be favored. Any deviation
from right angle towards 180◦ will result in antiferromagnetic
interactions. The presence of weakly coupled layers separated
by nonmagnetic Li octahedra makes Li2Mn3O7 an ideal plat-
form to study quasi-two-dimensional systems, and frustration

FIG. 2. (a) Crystal structure of Li2Mn3O7. Lithium and man-
ganese octahedra are represented in green and purple, respectively.
(b) Stacking of a triangular lattice composed of Mn-ions along the c
axis in the ABCABC manner (c) Projection of the triangular lattice
in the ab plane.
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between various exchange interactions can lead to degenerate
ground states.

B. dc magnetization

Temperature-dependent dc magnetic susceptibility was
measured under zero field-cooled (ZFC) and field-cooled
(FC) protocols with different magnetic fields. For H =
100 Oe, both ZFC and FC measurements have a broad peak
near T ∼ 12 K and bifurcation starts well above the peak
temperature and continues up to the lowest temperature of
measurement, which is shown in Fig. 3(a). The tempera-
ture at which bifurcation occurs is known as the irreversible
temperature, denoted as Tirr , which is the beginning of ther-
momagnetic irrreversibility. In line with previous published
reports [16], bifurcation of ZFC and FC curves at lower tem-
peratures can be a sign of spin-glass or superparamagnetic
states. To unfold the behavior of susceptibility with respect to
an applied magnetic field, ZFC-FC measurements were done
for various magnetic fields ranging from 50 to 1000 Oe. As
an outcome, we found that the broad peak temperature as well
as the bifurcation temperature decreases with an increase in
magnetic field, indicating the presence of a spin-disorder state.
As the field increases, the absolute value of the moment also
increases and the broad peak in ZFC curve starts to become
comparatively narrower. Also, the difference between ZFC
and FC curves at low temperatures increases with an increase
in magnetic field, which is a direct consequence of the fact that
ferromagnetic interactions become more favorable with an
increase in magnetic field. The shifting of Tirr towards lower
temperatures suggests the presence of a frozen spin-glass state
below the bifurcation temperature [2]. Although ZFC curves
show anomaly near 12 K, the Curie-Weiss law is valid only
after 200 K, which is evident in Fig. 3(b). Deviation of ZFC
curve from the Curie-Weiss law below 200 K may be due to
short-range magnetic fluctuations or low-dimensional order-
ing [1]. In the high-temperature region, inverse susceptibility
(for H = 100 Oe) is fitted by the Curie-Weiss law,

χ = C

T − θCW
,

where C is the Curie constant while θCW is the Curie-Weiss
temperature. As a result of the Curie-Weiss law fitting, the
effective paramagnetic moment (μeff ) per formula unit turns
out to be 6.74 μB, which is very close to the theoretical value
of 6.72 μB. The value of the Curie-Weiss temperature (θCW)
obtained from fitting is −18.716(5) K and the value of the
peak temperature (T ∗) is 11.59 K. In the case of a glassy
compound, θCW stands for the sum of all kinds of magnetic
interactions, so its small magnitude represents competition be-
tween ferromagnetic and antiferromagnetic interactions. The
frustration parameter ( f = |θCW|/T ∗) is found to be 1.61,
which reveals that the sample is moderately frustrated [17].

A change in Tirr versus the magnetic field can be fitted
with the Almeida-Thouless (AT) line, which is characteristic
of strong irreversibility in the H-T phase diagram [18]. The AT
line represents the paramagnetic to spin-glass transition which
is usual for the Ising spin system. According to mean-field
scaling theory, the AT line can be represented by a general

FIG. 3. (a) Temperature-dependent zero field-cooled (ZFC) and
field-cooled (FC) dc magnetism under an applied magnetic field
ranging from 50 to 1000 Oe. The lower curve for every field rep-
resents ZFC, while the upper branch represents FC. Inset: Enlarged
view of ZFC and FC curves measured at 50 and 100 Oe. (b) Inverse
susceptibility versus temperature. (c) Irreversible temperature at dif-
ferent magnetic fields fitted with the AT line equation.
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FIG. 4. (a) Isothermal magnetization at 2, 5, 10, 15, and 20 K. Inset: Hysteresis at 2 K. (b) Arrott plots at different temperatures.

equation [18],

Tirr (H ) = Tirr (0)(1 − CHn),

where Tirr (0) is the bifurcation temperature for zero magnetic
field, C is a constant, and n has a theoretical value of 2/3
for a spin-glass system. Experimental data fitted with the AT
line are shown in Fig. 3(c). The obtained value of Tirr (0) is
21.23(8) K and the value of n is 0.58 ± 0.06, which is near to
its theoretical value [18].

C. Isothermal magnetization

Figure 4(a) shows isothermal magnetization experiments
carried out at different temperatures. In the high-temperature
region, the curve is linear (not shown), which illustrates that it
is paramagnetic. Upon decreasing the temperature, the curve
evolves into an S-type curvature which is more pronounced at
low temperatures. At the lowest temperature of measurement
(T = 2 K), it shows a hysteresis loop with a coercive field
of value ∼−850 Oe. Also, it is evident from the isothermal
magnetization curves that the value of magnetization even at
70 kOe is lower than the saturation magnetization. The lesser
value of magnetization at 70 kOe, weak hysteresis of the com-
pound at T = 2 K, and S shape of the magnetization suggest
low-temperature spin-glass behavior [19]. Also, according to
the Ginzburg-Landau mean-field theory, the internal field H
depends on the third power of magnetization. Near the mag-
netic phase transition, the dependence of magnetization can
be written as [20]

M2 = 1

4b

H

M
− a

2b
ε,

where a and b are material-dependent constants, ε = T −TC
TC

is a
dimensionless measure of the transition temperature, while TC

represents the transition temperature of long-range ordering.
The parameter ε > 0 corresponds to T > TC , while ε < 0
corresponds to T < TC . So, a positive intercept on the M2

axis will be a confirmation of long-range ordering. Figure 4(b)
depicts Arrott plots for the magnetic field H � 70 kOe and
temperature range 2 K � T � 15 K. It is evident from the fig-

ure that there is strong curvature towards H/M axis and there
is no intercept on the positive M2 axis. This again confirms the
absence of spontaneous magnetization in the compound [21].

D. Heat capacity

Figure 5 represents the temperature-dependent heat capac-
ity divided by the temperature data for the temperature range
3–50 K in the absence of a magnetic field. No sharp anomaly
is observed in the heat capacity down to 3 K, which shows that
there is no long-range ordering in the compound. The sharp
decrease in CP/T versus T below 10 K is representative of
the Schottky anomaly. According to the Schottky postulate
[22], the electronic system of some atoms can split in the
presence of a crystal field. In the case of a free-ion, the elec-
tronic charge distribution should be spherically symmetrical
in space. However, when an atom is present in a crystal, a

FIG. 5. CP/T versus T in the absence of a magnetic field between
3 and 50 K. Inset: Fitting of the low-temperature heat capacity with
the equations described in the text.
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symmetrical distribution of charge on the ion is altered by the
charge distribution on neighboring atoms. Lobes or any other
shapes representing the charge distribution directed towards
other atoms will be elevated higher in energy compared to
other shapes which are directed in between the atoms. Typ-
ically, the Schottky anomaly is a bell-shaped peak skewed
towards high temperatures. The temperature of the peak is
related to the separation between electronic levels of the atom
while the peak amplitude represents the ratio of degeneracy
of the levels. In the present case, Mn4+ ions have valance
electrons in 3d orbitals which are directional in nature and
their degeneracy can be lifted by the crystal field energy.

In the low-temperature region, we tried to fit the data by
CP(T ) = γ T + βT 3, where γ is a Sommerfield coefficient
representing the electronic contribution and β represents the
phononic or lattice contribution. The data could not be fitted
well with this expression. But after adding a magnetic term
δT 3/2 in the specific heat expression, the data could be fit-
ted very well, which is shown in the inset of Fig. 5. In the
specific heat capacity expression, the T 3/2 term characterizes
a ferromagnetic or spin-glass system [23,24]. Since in Sec.
III B we have ruled out the presence of long-range magnetic
ordering, this term supports our claim of glassy behavior of
the compound. Using the value of β obtained from the heat
capacity fit, the Debye temperature (θD) can be calculated as
θD = (12π4RN/5β )1/3, where R is the universal gas constant
and N is the number of atoms per formula unit. From fitting,
we get β � 19.4 mJ/mol K4 and hence θD ∼ 152 K.

E. AC susceptibility

To understand the spin dynamics of the compound, a fre-
quency (51 to 9997 Hz)- and temperature-dependent (2 to
20 K) ac magnetic susceptibility experiment was performed
to probe the response of the sample against perturbation
caused by a fixed ac magnetic field of 10 Oe. Variation of
the real part of the magnetic moment with the temperature
is shown in Fig. 6. There is an anomaly at Tf ∼ 12 K for
ν = 51 Hz, which shows a frequency-dependent behavior.
It is evident from the figure that there is a shift in the
peak position towards higher temperatures due to prolonga-
tion of the action time-induced spin relaxation delay and the
height of the peak also decreases with an increase in the
frequency of the applied excitation wave. This trend estab-
lishes the spin-glass behavior of the compound. The Mydosh
parameter (S) can be used to analyze the relative peak shift
in freezing temperature with respect to frequency and to cat-
egorize the compound within different spin-glass systems.
The Mydosh parameter is a measure of the sensitivity to the
applied frequency, which has a vigorous dependence on the
interaction among magnetic entities. In the case of spin-glass
systems, the entities have a weak interaction and, as a re-
sult, have a stronger sensitivity, while for traditional magnets,
magnetic ions have very strong interactions, and to get the
detectable shift in the ac susceptibility a very large frequency
will be required. The expression for the Mydosh parameter is
[7,25]:

S = Tf

Tf  log10(ν)
,

FIG. 6. Variation of the real part of the ac moment measured at
different frequencies with the temperature. Inset: Enlarged view of
the low-temperature region.

where  log10(ν) = log10(ν2) − log10(ν1) and Tf =
(Tf )ν2 − (Tf )ν1 . For a spin-glass system, the value of S should
lie in the range 0.005–0.08 and for a superparamgnetic system
it should be greater than 0.2 [6]. To calculate the Mydosh
parameter, frequencies ranging from 51 to 9997 Hz were used
in our experiment and were taken as ν1 and ν2, respectively.
The value of the Mydosh parameter turns out to be ∼0.07,
which lies in the typical range for a spin-glass system [26–29]
and rules out the presence of a superparamagnetic phase.

According to the dynamic scaling theory, the power law
is the primary model to analyze the frequency-dependence of
the freezing temperature. Critical slowing-down behavior of
Tf can be described by the equation [2,6,30]

τ = τ0

(
Tf − T g

Tg

)−zν ′

,

where τ portrays the time-scale of dynamical fluctuation and
corresponds to the excitation frequency ν, Tg represents the
freezing temperature in the limit ν → 0, τ0 corresponds to the
single spin-flipping time, z is the dynamical critical constant,
and ν ′ represents the critical exponent of the correlation length
as ζ = (Tf /Tg − 1)−ν ′

. According to the dynamical scale hy-
pothesis, τ relates to ζ as τ ∼ ζ z. For smooth fitting of the
data, the power law can be readdressed as

log10 ν = log10 ν0 + zν ′ log10

(
Tf − T g

Tg

)
.

Here, ν = 2π/τ . The plot of log10 ν vs log10(Tf /T g − 1)
shows a typical linear behavior which is evident in Fig. 7(a).
The best fitting of the plot with the power law results in
zν ′ = 4.06 ± 0.06 and τ0 = 4.2 × 10−8 s. These parameters
play a decisive role in categorizing spin-glass or cluster
spin-glass systems. zν ′ has a value ranging from 4 to 12
for a conventional spin-glass system, while the value of τ0

typically lies between 10−10 and 10−13 s [19,31] for a conven-
tional spin-glass system and between 10−7 and 10−10 s for a
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FIG. 7. Fitting of the frequency-dependent freezing temperature
with the (a) power law, (b) Arrhenius law, and (c) Vogel-Fulcher law.

cluster-glass system. Parameters obtained from the fitting lie
in the range specified for a cluster-glass system. A higher
value of τ0 also supports the presence of interaction between
larger magnetic entities rather than small entities.

The existence of interacting clusters can also be confirmed
by the Arrhenius law. This law can be fitted only for a system
having very weak interactions between the magnetic entities
and can be expressed as [2]

τ = τ ∗ exp

(
Ea

kBTf

)
,

where τ ∗ has the same physical meaning as τ0, and Ea/kB

represents the mean activation energy of the relaxation barrier.
The energy range in which intermediate states become iso-
lated is mapped by the activation energy, while the Arrhenius
law, as a whole, measures the time required to conquer the
energy barriers with the help of the activation means. The plot
of ln ν vs 1/Tf shows an almost linear behavior [see Fig. 7(b)],
which upon fitting with the Arrhenius law results in unphys-
ical values (τ ∗ = 2.2 × 10−20 s and Ea/kB = 202.36 K) and
backs our claim of a cluster-glass system.

There is one more phenomenological model (Vogel-
Fulcher law) which probes the dynamical scaling of the
system by taking into account the interaction between rel-
atively larger entities. The Vogel-Fulcher law describes the
frequency dependence of the freezing temperature as [6,32]

τ = τ0 exp

(
Ea

kB(Tf − T0)

)
,

where T0 is a measure of the strength by which magnetic
entities in the system interact with each other, known as the
empirical Vogel-Fulcher temperature. For convenience of fit-
ting, this law can be rewritten as

ln
(ν0

ν

)
= Ea

kB(Tf − T0)
,

which can further be rearranged as

TF = Ea/kB

ln(ν0/ν)
+ T0.

The plot of Tf versus 100/ln(ν0/ν) (we have used the value
of τ0 from the power-law fitting to calculate ν0) shown in
Fig. 7(c) obeys linear behavior whose slope gives the value of
Ea/kB and whose intercept gives the value of T0. The values
of Ea/kB and T0 obtained from the best fit of the plot are 27.62
and 9.57 K, respectively. Along with the nonzero value of
T0, which signifies interaction among clusters, cluster-glass
formation is also supported by the close agreement of the
Vogel-Fulcher law with our experimental data. Further, we
can get insight into the coupling strength of the interaction
among magnetic entities of the system by comparing the val-
ues of Ea/kB and T0. T0 � Ea/kB indicates strong coupling,
while T0 	 Ea/kB stands for a weak coupling strength [33]. In
our case, T0 ≈ 3Ea/kB, which lies in the intermediate region,
hinting at the presence of finite interaction. Furthermore, the
Tholence criterion [34] δTT h = Tf −T0

T0
can also be used to com-

pare different spin-glass systems. For our system, it turns out
to be 0.15, which is comparable with other spin-glass systems
reported earlier [35]. The agreement of the Tholence criterion
acts as a booster to our assertion of a spin-glass system.
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FIG. 8. Relaxation of the magnetic moment at different tempera-
tures, T = 5 and 10 K, for different waiting times, t = 100 and 500 s.

F. Nonequilibrium dynamics

1. Thermoremanent magnetization

Measurement of time-dependent magnetization serves as
an additional proof of the glassy behavior of the frustrated
system [4,36,37]. In a time frame, the magnetization of the
sample can increase or decrease according to the applied mag-
netic field. To characterize the glassy behavior of the system,
a relaxation experiment was carried out at two temperatures,
5 and 10 K, and two waiting times in the FC protocol. The
sample was cooled down to the desired temperature below
freezing temperature with an applied field of 100 Oe and
allowed to wait for 100 and 500 s. Then moment progression
was recorded for 7200 s after removing the magnetic field
and a well-established stretched exponential model was used
to analyze the time-dependent behavior of the moment. The
equation describing the stretched exponential model can be
written as [29,38,39]

m(t ) = m0 − mg exp

[
−

( t

τ

)β
]
,

where m0 represents the intrinsic moment or ferromagnetic
component of the compound, mg stands for the glassy com-
ponent of the moment, τ is the average relaxation time, and
β is the relaxation rate or stretching exponent, whose value
lies in the range of 0 to 1 for a spin-glass compound. Fitting
of raw relaxation data with the stretched model is shown in
Fig. 8. This model does not have any theoretical background,
although it has been extensively used to characterize spin-
glass systems [40]. For β = 0, there will be no relaxation
in the system and m(t ) will have a constant value, while
β = 1 will be an implication of uniform relaxation of the
system with a single time constant. The value of β spans the
whole range of spin dynamics starting from no relaxation to
strong relaxation and it is highly coupled with change in the
energy barrier height. For a uniform energy barrier, β attains
a value of 1. For all fits, β lies between 0 and 1, which is
a clear signature of the presence of intermediate metastable

TABLE II. Parameters from the fitting of the relaxation curves at
two temperatures for two waiting times.

T (K) Waiting time M0 τ β

5 100 0.0026(3) 1644(3) 0.49(8)
5 500 0.0026(4) 3044(7) 0.64(6)
10 100 0.0009(7) 1118(2) 0.48(9)
10 500 0.0009(2) 2654(4) 0.61(5)

states through which the system is evolving [6,38,41–45].
Values of m0, mg, τ , and β obtained from the fitting with the
stretched model are summarized in Table II. The presence of
coexisting frustrated magnetic and spin-glass phases can also
be confirmed by nonzero values of m0 and mg. It is evident
from the table that τ shows temperature- and time-dependent
behavior. The value of τ increases with an increase in the
waiting time, while its value decreases with an increase in
temperature, which is usual for a glassy system [28,46]. An
increase in the value of β with an increase in the waiting time
indicates that the heights of all barriers are evolving towards
uniformity.

2. Magnetic memory effect

To explore the low-temperature dynamics behavior of the
sample, the magnetic memory effect was also carried out
in the ZFC protocol [47,48]. First, the sample was cooled
from the paramagnetic region to the desired temperature in
the spin-glass region at a constant rate and allowed to dwell
at that temperature for 1 h. After dwelling, the sample was
cooled to 2 K, and then during warming the magnetization
measurement was performed with an applied field of 100 Oe.
For reference, the magnetization measurement was carried
out without any halt and with a halt at a temperature above
the irreversible temperature, i.e., in the paramangnetic region.
One can see in the Fig. 9 that there is a dip in the moment at
the temperature where cooling was interrupted, which implies

FIG. 9. Memory effect when cooling was halted at T = 5, 10,
and 15 K. Inset: Zoomed-in view of the low-temperature data.
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FIG. 10. (a) Isothermal magnetization with different cooling fields at 2 K. (b) Variation of exchange bias field with cooling field.

that the compound retains its memory and suggests that the
compound is in a metastable glassy state below the irreversible
temperature. The relative magnitude of the dip at 15 K is very
low compared to the others as shown in Fig. 9, which implies
that frustration is very weak in the region Tf < T < Tirr but it
dominates below freezing temperature.

G. Exchange bias effect

The EB effect can be seen as a horizontal or vertical shift of
the hysteresis loop. It is a replication of the presence of ferro-
magnetic and antiferromagnetic interfaces. Materials showing
the EB effect have found a number of commercial applications
which include permanent magnets [49], spin valves [50], and
a number of spintronic devices [51]. The presence of the EB
effect, besides its cluster-glassy behavior, makes this system
of immense fundamental and technological interest to the
scientific community. The presence of competition between
short-range ferromagnetic interaction and antiferromagnetic
interaction can be easily visualized from the increasing be-
havior of magnetization versus temperature curves shown in
Fig. 10.

Generally, the exchange bias effect is observed at the
FM/AFM interface, but there are reports of observation of the
EB effect at other interfaces like cluster-glass/AFM, FI/FM,
and FM/SG, which leads to phase coexistence in the system
[52]. The cluster-glass phase has been extensively studied
with the help of the EB effect for various systems, with
the deduction that cluster-glass has its origin from coexist-
ing ferromagnetic and antiferromagnetic interactions. After
confirmation of a cluster-glass system, observation of the ex-
change bias effect in our system suggests the presence of an
additional phase [53]. The small but distinguishable exchange
effect shown in Fig. 10(a) in our case can be explained by
uniaxial anisotropy along the pinning boundary at the inter-
face [54–56]. The observed variation of the exchange field
is also seen for other spin-glass systems [42,53,57], which
strengthens our claim of cluster-glass. For the ZFC protocol,
the EB effect is not observed, which rules out the presence
of finite anisotropy at the interface [58]. The exchange bias
effect observed for the FC protocol can be seen as an asym-

metrical shift of the coercive field with a change in the cooling
magnetic field (HCF) along the direction of the applied field.

In the present system, the hysteresis loop is not getting
saturated up to the maximum field of 70 kOe, which may be
because of the minor loop effect. But the minor loop is sup-
posed to show significant asymmetry in the vertical direction
also. The presence of equal magnetization for the maximum
positive and negative fields eliminates the minor loop effect
and establishes a conventional EB effect [59,60]. Further-
more, materials showing glassy behavior are not expected to
show saturating behavior. Variation of the exchange bias field
with respect to the cooling field is shown in Fig. 10(b) and
can be explained by considering the local spin arrangement
at the interface between the cluster-glass and the AFM states.
In the presence of a finite cooling magnetic field, spins will
try to align along the direction of the applied field. For 0
� HCF � 10 kOe, ferromagnetic domains have a small size
and relatively less magnetization, due to which unidirectional
pinning anisotropy has a large magnitude and hence gives
rise to an increase in the exchange field magnitude [57]. But
with an increase in the magnitude of the cooling field, the
magnetic structure of the compound is determined by the in-
creased number of ferromagnetic domains. An increase in the
volume of ferromagnetic domains takes place at the expense
of unidirectional anisotropy at the FM/SG interface. Hence
for HCF � 10 kOe, the exchange field decreases gradually
with an increase in the cooling magnetic field. For systems
showing glassy behavior, the true nature of the exchange bias
effect can be verified by effectively saturated hysteresis loops.
So, in accordance with previous reports [42,55], interfacial
competitions between FM/SG and AFM/FM interfaces give
rise to the EB effect.

IV. CONCLUSION

In conclusion, we have carried out a detailed structural
and magnetic study of Li2Mn3O7, a quasi two-dimensional
system based on a triangular lattice. The temperature-
dependent dc susceptibility experiment reveals the onset of
a spin-glass transition which is due to competing ferro-
magnetic and antiferromagnetic interactions. The irreversible

214427-8



CLUSTER-GLASS BEHAVIOR IN THE TWO-DIMENSIONAL … PHYSICAL REVIEW B 103, 214427 (2021)

temperature is dependent on the magnetic field and follows
the AT line. Further justification of the presence of a spin-
glass state is given by the ac susceptibility measurements.
Various dynamic scaling models are applied to analyze the
freezing temperature with the frequency and obtained param-
eters reveal that the compound attains a cluster-glass state at
low temperatures. The relaxation behavior observed in the
time-dependent magnetization experiment also confirms the
presence of metastable states with nonuniform energy bar-
riers. Glassy behavior is also confirmed by the presence of
dips at each dwelling temperature in the magnetic memory
experiment. The spin-glass nature of this compound can be
attributed to the presence of antiferromagnetically coupled
magnetic ions Mn4+ at the corners of a triangular lattice,
which act as the main driving factor to cause frustration in
the system as a result of competition between NN and NNN

exchange interactions. Observation of the EB effect suggests
the coexistence of FM and AFM nanoclusters in the system.
Our experimental results show the formation of cluster-glass
behavior at low temperatures but further investigation using
neutron diffraction, inelastic neutron scattering, and μSR ex-
periments can improve our understanding of it.
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