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The compound-tunable embedding potential (CTEP) method developed for simulating the influence of
environment on a fragment in the ionic-covalent crystal is presented in the form of a linear combination of
particular short-range semilocal pseudopotentials for the atoms of nearest environment and the long-range
Coulomb potentials from optimized fractional point charges centered on both nearest and more distant atoms
of the environment. A pilot application of the CTEP method to calcium niobate crystal, CaNb,Og, is performed.
A very good agreement of the electronic density and interatomic distances within the relaxed fragment with
those of the original periodic crystal calculation is attained. Calcium niobate crystal can be considered as an
idealized fersmite (CaNb,_,Ta,Og, x & 0.3) mineral when neglecting the contributions of the impurities with
smaller molar fractions, and substitution Nb — Ta is considered here as a point Ta defect in CaNb,Og. Besides,
uranium-containing point defects are also studied since the euxenite group minerals, to which fersmite belongs,
are considered as prospective matrices for long-term immobilization of high-level waste. The chemical shifts of
K., , and Kp,, lines of x-ray emission (fluorescence) spectra in niobium are evaluated to analyze its chemical
state in the crystal. Potential of CTEP for studying properties of point defects containing f and heavy d elements

with relativistic effects, extended basis set, and broken crystal symmetry taken into account is discussed.
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I. INTRODUCTION

Impressive recent achievements in creating experimen-
tal facilities to study local atomic-scale electronic structures
in material science like x-ray free-electron lasers, syn-
chrotrons [1], high harmonic generation sources [2], etc. open
a new era in investigating materials and defects containing
heavy transition metals (d elements), lanthanides and ac-
tinides (f elements); we will designate all these atoms as
d/f elements below. However, capabilities of direct theoret-
ical electronic structure modeling of such materials on the
atomic scale are yet limited. There were developed quantum-
chemical packages, in particular, VASP [3] and CASTEP [4], for
plane-wave studies of periodic systems which allow one to
treat d/f elements using ultrasoft [5], projected augmented
wave (PAW) [6], and norm-conserving core pseudopotentials
(PPs or effective core potentials) [7,8], which were further
developed in a series of papers (see Refs. [9-11] and refer-
ences therein); their relative efficiency is compared, e.g., in
Ref. [12]. Using these PPs one can seriously reduce the com-
putational cost when balancing the way and radii of smoothing
the valence orbitals in atomic cores with the energy cutoff
value for plane waves to attain desirable final accuracy. Never-
theless, only a moderate number of electrons per atom can be
explicitly used in mainstream calculations of solids including
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d/f elements. Such PPs, in which only a part of the shells
localized in the outer-core region is treated explicitly (e.g., 4 f
in lanthanides and 5f in actinides), whereas the other ones
(correspondingly, [...]4spd in lanthanides and [...]5spd in
actinides) as described within the PPs are known as ‘“‘semi-
core” pseudopotentials (call them below the “medium-core”
PPs or mc-PPs for brevity to distinguish them from the small-
core PPs or sc-PPs), since the average radii of the atomic
orbitals with the same principal quantum number are rather
close (particularly for those localized in the core region). They
are limited by accuracy as one can see, e.g., from analysis of
large-core PPs (only valence electrons are treated explicitly),
small-core PPs [valence and all the outer-core shells with
the same principal quantum number(s) are treated explicitly],
and medium-core ones for uranium and silver in Ref. [13].
The medium-core PPs for uranium, in which 78 ([...]5spd)
or 68 ([...]5sp) electrons are in core, can be not sufficient
in applications because of closeness of levels with different
occupation numbers of the 64 and/or 5f shells having one-
electron energies close to those for the valence 7s and/or 7p
shells.

There are two standard options available for lanthanides
and actinides, e.g., in framework of the VASP package with
popular PAW potentials [14], for which the 4 f and 5 f orbitals,
correspondingly, can be treated (1) as valence states or (2) as f
electrons in the core (with the precaution that “these potentials
are not expected to work reliably”). It was recently demon-
strated in DFT calculations of xenotime crystal, YPO, [15]
with the uranium atom as a point defect [the substitution
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Y(II) — U(ILIV) is considered], that its 5f"" electrons
both occupy localized states (“S f-in-core”or 5f") and give
notable contribution to the bonding of U with neighboring
oxygen atoms (“5f-in-bond”or 5f™). The 5f" designation
means that n, = 3 for U(II]) and n. = 2 for U(IV), whereas
5f™ means that the atomic 5f orbitals are shares of the
valence crystal orbitals within the CO LCAO approximation,
such that n, & 0.3 and n;, ~ 0.7 for the U(III) and U(IV) point
defects in xenotime, correspondingly. Note that the use of
localized basis sets in CO LCAO studies of periodic systems
is computationally preferable compared to the plane-wave
investigations in many applications (e.g., see discussion in
Ref. [16]) when small-core PPs should be used to attain good
accuracy.

Unfortunately, improvement of computational accuracy for
electronic properties of materials containing heavy transi-
tion elements, lanthanides and actinides and, in particular,
for those concentrated in atomic cores of d/f elements,
i.e., properties of atoms-in-compounds (AiC) [17-22] are
yet hampered by several challenges in quantum chemical
description of such systems. They first include necessity of
highest-level treatment of relativistic and correlation effects
simultaneously, including those for outer-core shells (see last
reviews on PPs for lanthanides [23] and actinides [24]).
Besides, polyvalent d/f element compounds often have pro-
nounced multireference character of their electronic structure
and a high density of low-lying electronic states, whose
mixing can take place in practical calculations. As a result,
opportunities for direct ab initio study of materials containing
d/f elements with required accuracy can be blocked by un-
acceptable computational cost. An alternative way to explore
such a material is to reduce their studying to a molecular-type
investigation of some of its fragments, which are of particular
interest, assuming that relaxation of the rest of the crystal (en-
vironments of the fragments) in processes under consideration
is negligible. In this case, one can consider influence of the
environment on a fragment by some approximate embedding
potential to improve the quality of description of phenom-
ena localized on the fragment using extended possibilities
of molecular methods which include sophisticated treatment
of relativistic and correlation effects. Such a fragment with
embedding potential is usually called the “embedded cluster”
or “cluster, embedded in a crystal.”

The embedding potential theories (see Refs. [25,26] and
references therein) are based on the idea of freezing the exter-
nal environment of a chosen crystalline fragment (cluster of
atoms); they are conceptually similar to the core pseudopoten-
tial theories (e.g., see Refs. [12,13]) which are originated by
the frozen core approximation in atoms. The embedding theo-
ries, which provide high accuracy of simulating the interaction
of a fragment with environment, are of particular interest for
studying point defects, localized properties, and processes in
solids and other polyatomic systems, first of all if they contain
d/f elements.

Among the phenomena of increasing interest, one could
highlight opening new possibilities to study magnetic struc-
ture of materials characterized by specific electronic config-
uration of d/f elements (see Refs. [27,28] and references
therein), localized excitations in crystals and matrices (molec-
ular rotors [29], chimeras and intrinsic localized modes

(discrete breathers) [30], electronic transitions and magneto-
optical effects in point defects [31] including laser genera-
tion processing [32,33]), new physics in ferroelectrics (see
Refs. [34-37] and references therein), etc.

Direct ab initio study of electronic structure of polyatomic
and periodic systems containing d/f elements with high ac-
curacy is problematic to date. Excitation energies for valence
electrons in them can be very small, within errors of density
functional theory (DFT) approximation. The situation is most
difficult for light actinides, which show both lanthanidelike
and transition-metal-like behavior. Therefore, calibration of
the exchange-correlation DFT functionals should be done to
choose its appropriate version, which provides the correct
valence state of d/ f elements in a compound under considera-
tion. In turn, calculation of an ionic-covalent crystal fragment
of small size (including a central d/f element and its first
anionic coordination sphere) using the embedding potentials
and combining [36,38] advanced two-component (relativistic)
versions of density functional [39] and coupled-cluster (see
Refs. [40—44] and references therein) theories can be done
in practice now. Furthermore, one can perform a relativistic
calculation of a larger cluster with actinide impurities and
vacancies to take relaxation of its neighbors into account using
a chosen (calibrated) DFT functional. In total, the relativis-
tic coupled-cluster (RCC) corrections to the DFT calculation
of the small-size clusters can be efficiently applied—a pilot
combined study of such a kind was performed for PbTiO;
crystal [36] to search for a new physics (Schiff moment of the
207pp nucleus). In the cases when one needs to consider some
minimal-size cluster that cannot be well studied within the
coupled-cluster techniques, a combination of the DFT with
the methods developed for the strong correlation problem and
discussed in the following two paragraphs can be applied. In
the DFT study of the embedded cluster of a “moderate size”
one can use accurate sc-PP versions and large enough atomic
basis sets in contrast to the periodic DFT studies.

Theories of embedding the clusters in crystals [25,26] are
actively used in solid-state studies. We mention here only
a few recent developments of the embedding theories. In a
series of papers (see Ref. [45] and references in Ref. [46]),
density matrix embedding theory, DMET, is developed where
single-particle density matrix is the quantum variable rather
than the Greens function used in the parent dynamic mean-
field theory, DMFT (see Refs. [47,48] and references therein),
for a strong correlation problem. It describes a finite-size
fragment in the environment such that the local density of
states can be obtained when working with a limited (“com-
pact”) Fock space of environmental states (‘“bath”) when
using the Schmidt decomposition for the wave function of
the whole system (singular value decomposition theorem, e.g.,
see Ref. [49]). The idea of DMET is to define an approximate
bath space and embed an impurity in this bath space. It was
found that DMET yields very accurate ground-state energies
for the Hubbard model [50,51] and geometries around equi-
librium for some quantum chemical systems [46,52], though
a precaution is required in evaluating bond dissociation [53],
etc. A key problem in DMET is to find optimal bath states,
and several ways are developed here [46]. To our knowledge,
however, all DMET studies of compounds of d/f elements
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are performed within the Hubbard model and not quantum
chemical consideration, which is the subject of our paper.
Note that the quantum embedding methods based on the
dynamic mean-field theory directly have also made good
progress in different ways. We mention here only some of
them. Applications of the DMFT-like correlated fluctuations’
technique for environment to a ground-state wave-function
embedding approach is considered in Ref. [54] in the example
of one-dimensional Hubbard chain. This approach provides an
opportunity for a systematically improvable, short-time wave
function analog to DMFT. The embedding problem in molec-
ular systems is discussed in Ref. [55] for the hemocyanin
protein, in which the stabilization of the experimentally ob-
served di-Cu singlet for the butterflied Cu,O, core is, in
particular, explained. In Ref. [56], a maximally localized dy-
namically embedding is considered to resolve the Anderson
impurity model based on an extended exact diagonalization
method. The authors report that quantum impurity models
with as few as three bath sites can reproduce both the Mott
transition and the Kondo physics, thus opening a more acces-
sible route to the description of time-dependent phenomena.
Embedding theory applications to a diluted solid is consid-
ered in Ref. [57], where the phase diagram of superlattice
structures of f elements on substrates is investigated, as-
sessing the required conditions to obtain the diluted Kondo
superlattices. Application of DMFT to periodic systems con-
taining f elements—y cerium, cerium sesquioxide (Ce,03),
and samarium telluride (SmTe)—is considered, in particular,
in Ref. [58] in combination with DFT using CASTEP code.
Going beyond the self-consistent field approximation for
environment, Hofener and colleagues considered DFT-based
methods which encompass (1) wave-function theory-in-DFT
(WFT-in-DFT) formulations of the response theory, which
allow one to consider electronic excitations, etc. mainly lo-
calized in a fragment, and (2) DFT-based consideration of a
fragment in a compound (DFT-in-DFT), when any selected
functional can fail to provide a quantitatively correct descrip-
tion of all the subsystems in the compound of interest, see
Refs. [59-62] and references therein. These approaches allow
one to take account of the environmental relaxation due to
perturbation by a point defect, etc. in a small fragment. To
attain a required accuracy, the combined self-consistent pro-
cedures, in which small fragments are described by the most
reliable and suitable DFT approaches (e.g., for d/ f elements)
and their environment by more appropriate (e.g., economical)
ones, are quite attractive alternatives to direct studying peri-
odic systems or some of their extended fragments. However,
combining WFT and DFT in one calculation is not trivial from
a theoretical point of view since exchange and correlation
effects are treated very differently in these theories. There-
fore, some additional approximations are usually involved
here as a local embedding potential model within a frozen-
density embedding scheme (used, e.g., for the ground state
WFT-in-DFT and DFT-in-DFT models) [60] or some other
simplifications for the considered fragment [36]. In their turn,
accurate WFT-in-DFT approaches can be rather consuming
computationally for the fragments containing d/f elements
of sufficiently large size when the local embedding poten-
tial model is used. For completeness, we also mention here
about numerous semiempirical hybrid methods of molecular

modeling (e.g., see Ref. [63] and references therein) which are
popular to study physical-chemical properties of complicated
but specific actinide-containing structures, for which pure
wave-function and/or DFT based methods are too consuming
or cannot provide reliable results. In this regard, the semilocal
(radially-local) pseudopotential techniques have proved to be
quite a reliable toolkit to combine WFT-based frozen core
approximation with DFT treatment of electronic structures in
the valence region of chemical compounds when providing a
very high accuracy of the calculations [40]. It is well known
that semilocal pseudopotentials developed and well working
in WFT studies manage also well in DFT calculations of
small molecules. (Though, as discussed above, they are se-
riously modified to improve the computational efficiency of
the plane-wave DFT studies with reducing the energy cutoff
value, but these modifications are not actual for DFT studies
with the localized basis sets.) This “practical” observation has
theoretical justification since most accurate norm-conserving
semilocal PPs, in fact, are localized in the atomic core region
with r < R, except the Coulomb potential from the nucleus
and core shells. As the original Coulomb potential from the
nucleus and core of a given atom, these PPs are “hard” enough
when acting on the valence orbitals in the core region (see
Refs. [13,17] and references therein).

Finally, not only the original valence and low-lying virtual
(W) atomic orbitals but corresponding “equivalent” pseudo-
orbitals in the atomic core region (r < R.) for a hard-core
PP are practically proportional to each other for every angular
electronic momentum / term in the scalar-relativistic approx-
imation (and for every /, j term in the fully relativistic case,
where j is total electronic momentum). In turn, the partial ex-
pansion coefficients for both the original valence orbitals and
pseudo-orbitals are very close [13,17,64], whereas the radial
dependence of the original W orbitals and pseudo-orbitals in
the atomic core region (r < R.) is, certainly, different when
the pseudo-orbitals are smoothed. It means that for effective
Hamiltonians with the hard-core semilocal PPs, the W part of
the one-electron density matrix in the core region, oV r)
with r < R, and ' < R, can be rewritten in the one-center
expansion form as that reduced on the radial quantum num-
bers (the AiC density matrix is introduced in Ref. [17] and
the advanced AiC version for accurate description of effective
states of d/f elements, with the pilot application in Ref. [22],
is in progress now). Thus, it is sufficient to know only the
AiC density matrix to calculate with good accuracy all the
popular properties described by the operators localized in the
atomic cores (see also the above discussion about the AiC
properties). In turn, the AiC density matrix can be considered
as an “intermediate construction” between the conventional
WFT density matrix and electronic density used in DFT.

Note that the W orbitals of an atom in a given electronic
state used in DFT (Kohn-Sham orbitals) are largely propor-
tional to the W orbitals in WFT approaches in the atomic
core region r < R, [17,18,22], so the effect of action of the
hard-core semilocal PP term [the last term in Eq. (1)] both
in WFT and DFT approaches is close as well (this thesis
will be discussed in more detail in our further research).
Moreover, the semilocal PP term is a relatively small cor-
rection to the local Coulomb term [the first two terms in
Eq. (1)] that acts equivalently in WFT and DFT. Besides,
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the relaxation properties (response) of the original atomic WF
induced by external perturbations can be well reproduced by
the atomic pseudo-wave function when the norm-conserving
or shape-consistent PP is used [13], that is known also as
the PP transferability [65]. Thus, the PPs can be considered
as prospective “interfaces” between the wave-function based
theories and DFT when providing minimal computational cost
in simulation of a given fragment of a material explicitly with
the embedding theories based on the semilocal PPs.

Furthermore, relativistic spin-dependent effects including
Breit ones [66,67], quantum electrodynamics (QED) [68,69],
and correlation effects [70,71] can be taken into account
with high accuracy within the PP approximation and only
in those regions (core or valence) in which they are impor-
tant. In particular, the core-electron states can be frozen as
atomic spinors, whereas the valence ones may be treated as
spin orbitals (with the spin-orbit corrections often taken on
the last computational stage only) [13]. Thus, the resource-
consuming periodic calculations can be performed in the
scalar-relativistic approximation, and the spin-orbit correc-
tions can be then evaluated in the embedded cluster study.
Even large-core PPs can well reproduce the original small
relaxation of atomic electronic structures caused by small
external perturbations if they are generated as “transfer-
able” [65] and for appropriate effective states of the atom in
a compound [17] (see also the next section). Therefore, such
large-core PPs can be used to describe environmental atoms
if their electronic structure is only slightly relaxed due to per-
turbations in the main cluster region. Taking into account that
advanced small-core PP versions can also provide benchmark
computational accuracy (as compared to all-electron four-
component approximations due to better flexibility with the
basis set choice when combining the effective spin-dependent
Hamiltonians and scalar-relativistic ones) even for diatomic
molecules containing heavy d/f elements (see Ref. [40] and
references therein), the PP method can be considered as a
universal and very flexible toolkit for studying the electronic
structure of point defects with d/f elements.

In the paper, a method, compound-tunable embedding po-
tential (CTEP), based on the PP theory is proposed to describe
local properties and processes in minerals, particularly if
the minerals contain point defects with d/f elements. The
power of the method is demonstrated here on the calcium
niobate crystal, CaNb,QOg, with point Ta and U defects, as
a model representative of a large family of tantalum-niobate
minerals. Application of CTEP to xenotime—yttrium or-
thophosphate mineral, YPOy, having both ionic and covalent
bonds—is discussed in Ref. [15], where the thorium- and
uranium-containing point defects are also studied. The other
application of CTEP, to the structures containing periodically
arranged lanthanide atoms with open 4f shell, is considered
in Ref. [72] in the examples of the YbF; and YbCl; crystals
compared to the YbF; and YbCl, ones.

Calcium niobate crystal as the base of the fersmite mineral
is of interest in several aspects. First, it was recently found
in Refs. [73,74] that it can be successfully used as a direct
indicator mineral for deposit targeting.

Second, fersmite has euxenite structure type (AB,Og),
and there are reasons to believe that the hardened forms of
high-level waste (HLW) based on minerals of the euxenite

group may have a higher chemical resistance compared to
the pyrochlore-based forms of HLW storage, which attracted
the most attention during recent decades as optimal immo-
bilization matrices for HLW. It is shown in Ref. [75] that
uranium(IV) is resistant to the effects of natural waters and
practically does not participate in the processes of isotope
fractionation. The leaching of radiogenic uranium occurs only
after its transition to the pentavalent and hexavalent states.
Thus, it can be expected that euxenite-based ceramic matrices,
including tri- and tetravalent actinides, will be more resistant
to the effects of natural fluids and, consequently, they can pro-
vide a more suitable approach to the long-term immobilization
of actinides than matrices based on minerals of pyrochlore
supergroup, in particular, betafite (see Ref. [76] and references
therein).

Third, high optical and structural quality single calcium
niobate crystal, grown by laser-heated pedestal growth tech-
nique directly from starting reagents [77], is of interest as
a strong source of coherent light. It was noted fifty years
ago [78] that this crystal can be used both as a laser and a
laser host material and can be also useful in holography. The
RE3-doped crystals (where RE stands for rare earth elements
including Nd, La, etc.) with only a few percent RE cations as
impurities attract much attention due to their unique and use-
ful optical properties, and CaNb,Og is one of the promising
candidates here as a host crystal [33]. Studies of CaNb,Og
with RE impurities are assumed in the future.

At last, the leading component of fersmite, CaNb,Og, has
an orthorhombic unit cell and relatively simple structure com-
pared to other minerals of the euxenite group and, therefore,
it is chosen for our pilot CTEP study of the euxenite family of
minerals. Substitution of niobium by tantalum (having high
molar weight in fersmite) and calcium by uranium is consid-
ered in the paper.

II. CTEP METHOD

In the framework of the CTEP version of the embedding
potential theory, the following procedure for calculating the
electronic structure of a crystal fragment which can include a
point defect is implemented:

(1) High-level periodic DFT calculation of a crystal with-
out point defects.

(2) Cutting a fragment out of a crystal with a central metal
atom/ion (which can be further replaced by a vacancy, im-
purity atom, etc.) and its nearest anionic environment. Thus,
the first coordination sphere consists of a small number of
atoms that is usually not more than 12 (as in the case of dense
packing). This structure will be referred to further as the “main
cluster.”

(3) For the main cluster, one can first choose a nearest
cationic environment, NCE, from the lattice atoms (second
coordination sphere, etc.) and then, a nearest anionic envi-
ronment, NAE, including a set of all anions which are nearest
to the NCE atoms except those of the main cluster. The main
cluster together with the nearest environment, i.e., main clus-
ter + NCE + NAE (or main cluster + CTEP), will be referred
to as the extended cluster, or just a cluster.

The above procedure yields a cluster of a minimal possible
size. However, such a model is not necessarily sufficient for
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a particular study. In this case, one can select a larger set of
atoms as the main cluster, provided that the overall pattern
scheme (main cluster + NCE + NAE) is conserved, i.e., the
outermost layer of the main cluster consists of anions only.
This structure can be described as a “multicenter cluster,”
which is constructed by selecting a combination of several
cations with their first coordination spheres.

The required size of the cluster depends on which prop-
erties and processes are studied. It will be shown in the
present paper that a cluster of minimal size can reproduce
the geometry and electronic structure of a fragment of an
original structure with a pretty good accuracy, but large (or
spatially extended) perturbations, such as a charged point de-
fect, require a considerably larger embedded cluster. The final
criterion of an “ideal” cluster size is that its further increase
does not influence noticeably on the geometry and electronic
structure in the area of interest.

The NCE is described by means of PPs generated for
cations A%, where “+” stands for a cationic state of atom
A, corresponding to the oXidation state (number) +X, (X,
runs over the natural numbers), such that all the electrons of
the cations are treated within the PPs as core ones and below
designated as Ove-PPs/AX™ or just Ove-PPs for simplicity.
Thoroughly, the Ove-PP/A%* generated for a given AiC ef-
fective state (to take account of the specific core relaxation of
A, in a given chemical compound) is written as

Ugve,AiC —- _ Xn/r + Vzl(r)

Imax

1
+ Y [V =vEm] Y L mydml L (1)
!

m=—I

where standard expression for the spin-averaged semilocal
(radially-local) PP operator is used (e.g., see Ref. [13] and
references therein; here / and m mean angular momentum
and its projection for one-electron states; L > [,x, Where
Imax 18 highest angular momentum for electrons in the atomic
core). Emphasize that the Ove-PPs can be considered as
the “valence-electron-free” pseudopotentials for the {AX}
cations, assuming that we do not attach more electrons to the
main cluster additionally to those already involved there in
accordance with the oxidation numbers of the atoms consti-
tuting the main cluster in a given compound. In practice, the
known schemes of population analysis on atom A, will not
give exact zeros for occupancies of its valence orbitals even on
alkali metals and the degree of covalence for the ionic bonding
should be taken into account at the Ove-PP generation stage
for NCE atoms in a compound to take account of the core
relaxation.

Each NCE atom is described by the semilocal PP and
fractional point effective charge. “Tuning” the Ove-PPs for
environmental cations is carried out self-consistently in the
periodic DFT calculations of pure crystal to minimize dis-
placement forces on atoms A,, and others in the unit cell at the
optimized DFT geometry of the crystal obtained at step (1).
The pseudopotentials U%*AC are constructed by us basically
following the scheme for the “self-consistent” PP version
proposed in Refs. [13,79] to fit the AiC effective state of the
A% cations in the crystal (details of the CTEP generation
procedure will be described elsewhere and note only that it

is based on the “shape-consistent” PP generation scheme that
provide its transferability [65]).

The expression for the CTEP used in the given research is
as

Ucter(7) = Z <U2V6’Aic(7 — )t o an )

neNCE |7 — 7l

qa
-3 (7) @

aeNAE

where U%¥e-AIC are the PPs from Eq. (1) for the correspond-
ing NCE cations AX" which are “tuned” to fit the effective
states of atoms (cations) in a compound, AiC, according to
the chosen main cluster and the crystal under consideration.
Tuning the partial charges, negative g, = —|g,| for cations
and positive g, = +|q,| for anions, reflect the “polarization”
of those electronic shells which are treated implicitly for the
NCE and NAE atoms in the compound and simulate in our
current CTEP model the electric field of environment acting
on the main cluster.

Emphasize that the nearest anionic environment is de-
scribed here by only the Coulomb potentials from effective
NAE charges (optimized together with NCE charges as de-
scribed below), however, in general—when breaking the
covalent bonds in crystals and modeling the complicated main
clusters—the Ove-PPs can also be used for the NAE atoms
to simulate the crystal fragment with better accuracy [80,81].
For the same reason, the point partial charges can also be
used on the sites of atoms from nearest environment in
general.

Both the NAE and NCE charges located at the lattice sites
are optimized when constructing the CTEP to reproduce the
spatial structure of the main cluster as a fragment from the
periodic study (at step 1) in the molecular-type calculation of
the extended cluster with only point symmetry of the crystal
fragment taken into account. Our current charge optimization
criterion is a minimization of sum of squares of forces on
atoms from the main cluster, with the constraint that the total
charge of the extended cluster is fixed to zero (see subsection
“Cluster calculations” below).

Note that relaxation of electronic structure in both main
cluster and nearest environment regions is taken into account
within CTEP when one considers processes and point defects
localized on the main cluster though the coordinates of the
environmental atoms are not changed. In turn, the structure
and size of the main cluster and its nearest environment are
not directly related to a unit cell. After the initial prepara-
tions (periodic structure calculations, etc.) are made and the
generation of CTEP (in which the original crystal periodicity
is taken into account) is performed, the further cluster stud-
ies with the CTEP are done with only the local symmetry
taken into account, including those with the point defects.
Moreover, the CTEP model can also be applied to a non-
periodic system, for example, to calculate local properties
of an atom in a large cluster by building a smaller cluster
using CTEP (to be used, e.g., in the coupled-cluster study).
To date, the approach allows one to study only localized prop-
erties in a limited class of compounds such as ionic-covalent
crystals.
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III. COMPUTATIONAL DETAILS

All calculations were performed using DFT method with
the PBEO functional. The solid-state and cluster calculations
are performed with the CRYSTAL-17 package [82] and slightly
modified SO-DFT code from the NWChem package [83].

The core pseudopotentials generated by our group [13]
for the Ca and Nb atoms are used. The original basis sets,
corresponding to these PPs (mentioned below as LQC—
(8,8,7,2)/[6,6,4,2] for Nb and (5,5,4,1)/[5,5,4,1] for Ca)
are cut and contracted for use in solid-state calculations
(mentioned below as LQC-c—(5,5,5,2)/[3,3,2,2] for Nb and
(4,3,3,1)/[3,3,3,1] for Ca).

The tuned Ove-PPs with the basis sets combined from the
valence orbitals of the original basis sets (LQC and LQC-c)
and core exponents of the pseudo-orbital expansion generated
in the present work are used for the Ca and Nb “pseudoatoms”
treated as NCE. Further, we will refer to these basis sets as
LQC-0, and LQC-0c, respectively.

The O_pob_TZVP_2012 basis set designated below as
TZVP-a is used for oxygen atoms. For a comparison, cal-
culation of the Nb-centered cluster, along with untruncated
(LQC and LQC-0) versions of Ca and Nb basis sets, is carried
out with an augmented version of TZVP basis for oxygen
(introduced in Ref. [22]) and mentioned below as TZVP-b
(12,7,2)/16,4,2].

Since the main goal of the paper is to examine the quality of
the cluster simulation of periodic structures within the CTEP
approximation, all our cluster calculations (except evaluation
of XES chemshifts) are performed without spin-orbit inter-
action for consistency with the periodic calculations using
CRYSTAL package, in which only scalar-relativistic effects can
be taken into account due to the software limitations. The
influence of spin-orbit effects is discussed in more detail in
Refs. [15,72].

IV. RESULTS AND DISCUSSIONS
A. Periodic calculations

The calcium niobate crystal belongs to the Pcan space
group and consists of five nonequivalent atomic types: Ca, Nb,
and three different O types. Both atomic positions and cell
parameters are optimized with only crystal symmetry group
fixed. The resulting structure is close to the experimental one
with the average bond length error about 0.8%.

The most significant difference is for the specific Ca-O
bond with an interatomic distance of 2.80 A in the experimen-
tal structure vs 2.71 A in the DFT optimized one. In both cases
this interatomic distance is considerably larger than the sum of
crystal radii [1.26 A for Ca(VIII) and 1.24 A for O(IV)], and it
is a priori unclear whether the corresponding atoms should be
considered as the neighbor ones or not, so, when constructing
the calcium-centered clusters, we have considered both cases
of the first coordination sphere: CaOg and CaOg.

B. Cluster calculations

The clusters centered on both Ca and Nb cations are built
together with CTEPs. As mentioned above, the number of the
nearest neighbors of Ca atom in the calcium niobate, which
should be included in the main cluster, is ambiguous, so, two

@ (b)

FIG. 1. Ca-centered clusters: (a) large [CaOg][CayNbg][O44] and
(b) small [CaOg¢][Ca,;Nbg][O35]. NCE atoms are shown as spheres of
half radius without a caption (of the same color as for corresponding
atoms of the main cluster and with the drawn bonds to the oxygen
atoms) and NAE charges are shown as the dotlike semitransparent
spheres.

main clusters with different CTEPs are built for the central
calcium case: the small one, [CaOg][Ca;Nbg][O3g], and the
large one, [CaOg][CayNbg][O44] (Fig. 1).

For the central Nb atom, only one cluster with CTEP,
[NbOg][CagNbg][O4;], is built. However, for a comparison,
three stoichiometric clusters for the niobium surroundings
(without CTEP) are built and considered. The first one is for a
single minimal formula [CaNb,Og¢], whereas the second and
third ones are for four and eight minimal formulas, respec-
tively (Fig. 2).

Despite that all the atoms for the stoichiometric clusters
are treated on equal footing, for convenience of comparison
we will refer to the central area (NbOg group) as the “main

O N M

FIG. 2. Nb-centered
[NbOg][CayNbg][O4];
with one, four, and eight minimal formulas [CaNb,Og], respectively.

Cluster with CTEP,
stoichiometric  clusters

clusters: (a)
(b)—~(d) three
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TABLE 1. Forces on the atoms of the main cluster and atomic
displacements within the main cluster after its optimizations.

RMS RMS
Structure force (a.u.) displacement (A)
Ca-CTEP-small 1.1 x 1073 1.5 x 107*
Ca-CTEP-large 2.6 x 1073 3.4 x 1074
Nb-CTEP 3.3x107° 2.6x 1074
Nb-CTEP (basis set 1) 3.2 x 1073 1.3x1072
Nb-CTEP (basis set 2)* 4.8 x 1073 1.5x1072
Nb-CTEP (basis set 3)* 49 x 1073 1.6x1072
Nb-stoichiometric (1x) 8.8 x 1072 2.0°
Nb-stoichiometric (4x) 5.8 x 1072 8.8 x 1071°
Nb-stoichiometric (8 x) 5.0 x 1072 1.9 x 107!

2Extended basis sets, described in subsection “Cluster calculations.”
bStructure breaks after cluster optimization resulting in decrease of
niobium coordination number.

cluster.” For each of the clusters with CTEP, the fractional
charges on the cationic and anionic shells are optimized, and
the resulting root mean square (RMS) forces on the main
cluster are obtained. For a verification, the main cluster is
re-optimized with fixed CTEP parameters and the resulting
geometry is compared to the original one.

For the niobium-centered cluster with CTEP, optimization
of geometry is additionally performed with three extended
basis sets: (1) the same as for the periodic calculations except
for the original uncut LQC basis on the niobium atom, (2) the
LQC basis on the niobium atom with TZVP-b basis on oxygen
atoms, and (3) the LQC basis on the niobium atom with
TZVP-b basis on oxygen atoms and LQC-0 on the NCE atoms
(see “Computational details” section for more information).
Additionally, optimization of geometry was also performed
for the stoichiometric clusters, with the central NbOg frag-
ment being treated as the main cluster, and the remaining
atoms are fixed as embedding ones.

For all the clusters the remaining forces after optimization
of geometry are negligible. All the forces and displacements
are listed in Table I.

For all the clusters with CTEP and original basis set, the
forces and displacements are small enough allowing us to
assume precise reproducibility of the geometry within the
CTEP model. In the case of Nb cluster, expansion of basis set
leads to an increase of both RMS forces and displacements
by two orders of magnitude, however, the absolute numbers
are still comparable to general errors of the DFT method. The
agreement of cluster-optimized geometry with the experimen-
tal one stays on the same level as that for the crystal-optimized
geometry.

For the stoichiometric clusters RMS forces are about three
orders larger and only slowly decrease with the increase of
a cluster size, so one can expect that it requires a much
larger stoichiometric cluster to reproduce crystal structure at
the same level as the CTEP method. Optimization of the
stoichiometric clusters consisting of one and four formulas
breaks the correct coordination number of central Nb, while
the largest one (eight formulas) preserves the correct coordi-
nation number, but the displacements of corresponding atoms
are significantly larger than those for the CTEP case.

Calcium-centered clusters

— [ dQecrystal
—o— [ dQ [cluster(Og) - crystal| x 100
0.8 —=— [ dQ [cluster(Og) - crystal| x 100 14
Ca
0.6 Mb 3
o
0.4
0.2
0
Niobium-centered clusters
1 5
— [dQecrystal
—— [ dQ|cluster - crystal| x 100
0.8 —=— [ dQ |stoichiometric (1x) - crystal| x 100 4
—e— [ dQ [stoichiometric (4x) - crystal| x 100
- —— [ dQ |stoichiometric (8x) - crystal| x 100 1
0.6 3
Ca
o Nb z
0.4 O 12
ol w % - 1
Us I — — e
r(a.u.)

FIG. 3. The radial dependence of electronic density differences
for the clusters under study. Thick black lines without markers rep-
resent total density. Colored solid lines correspond to the integral
of absolute difference, d(r), multiplied by a factor of 100. Filled
dashed or dotted peaks at the bottom qualitatively represent the
position of the neighbor atoms (color and line style denote atom type,
width at the bottom is equal to crystal radius, and the peak height is
proportional to the number of atoms (right vertical axis) at the same
distance from the center).

Overall, we can state that the crystal fragment structure
obtained in the periodic calculation within the chosen DFT ap-
proximation can be reproduced in the cluster calculation with
CTEP without a notable decrease of the accuracy compared
to the periodic DFT case, while the stoichiometric cluster
approach yields much larger errors.

C. Electronic density comparison

To estimate the reproducibility of properties in the cluster
model with CTEP, electronic density cube files were obtained
for the periodic crystal study and for each cluster. The cube
grid was chosen to be the same in all cases with the orthogonal
unit vectors of about 0.056 a.u.

As a quantitative criterion we provide the difference be-
tween the cluster and crystal electronic densities, calculated
by the following formula:

1 - -
d(r) = E \% dQIpcluSter(r) - :Ocrystal(r)|~

In Fig. 3 this value is plotted for all clusters under study,
except those with extended basis set. The bottom dashed peaks
qualitatively represent the electronic density of atoms from
the main cluster. The black curve is the total density, and
all the difference curves are multiplied by factor 100, so that
intersections between total and difference curves correspond
to the 1% deviation.
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For Ca-centered clusters the density in near surroundings
of the central atom is reproduced with good accuracy. The
larger cluster (with eight neighbors) both yields better agree-
ment in the central area and preserves the tolerable error
value in a larger radial range, which can be explained by the
influence of the two oxygen atoms (at 5.1 a.u.), which are
excluded from the smaller cluster.

The Nb-centered CTEP cluster yields a larger error in the
vicinity of the central atom, while at larger R the difference is
comparable to that of the eight-neighbor Ca-centered cluster.
From comparison of the embedded Nb-centered cluster with
the stoichiometric ones, it follows that the embedding model
reproduces electronic density within R < 3 a.u. with notably
better accuracy than any of the stoichiometric clusters, while
being comparable by means of computational expenses to the
smallest stoichiometric one. The considerable difference of
electronic density in the central area compared to the solid-
state one is almost the same for all Nb clusters, so it is
likely to result not from the CTEP model inaccuracy but from
computational features of the solid-state and cluster software
(clarification of which in detail will be the subject of further
research).

At R ~ 4 + 5 a.u. the difference increases greatly for all
the clusters with CTEPs, which reflects the matter of fact that
outer core electrons of the cationic-layer atoms are included
in the periodic calculations while being excluded from the
cluster study using the Ove-PPs, since the CTEP model is
intended to describe only localized fragments of crystals. For
both Ca- and Nb-centered clusters with CTEP the electronic
density difference lies within 2% at the effective crystal radius
(2.38 a.u. for Ca and 1.47 a.u. for Nb).

D. Chemical shifts of x-ray emission lines

Stabilization of computed internuclear distances with re-
spect to a basis set enlargement is a good probe for the basis
set saturation in the valence region of a compound when
effective Hamiltonian and exchange-correlation functional are
fixed. In turn, chemical shifts (chemshifts) of lines of x-ray
emission (fluorescence) spectra, XES (see Refs. [84-86] and
references therein), are sensitive to local variation of elec-
tronic densities in the atomic core regions [18] that cover
probing the basis set completeness in theoretical study. More-
over, the XES chemshifts together with other AiC properties
can provide a pretty informative array of data about the
electronic structure near heavy d/f atoms in a solid. The
energetic shifts of a characteristic transition between different
core shells of an atom in a variety of compounds allow one
to explore corresponding core regions [22] and study various
AiC characteristics. In particular, the chemshifts of K, lines of
d/f elements are mainly sensitive to occupation numbers of
appropriate d and f shells, whereas the chemshifts of Kg lines
are already sensitive to distances to the ligands and their types.
It is not less important that characteristic XES lines can be eas-
ily identified for any atom of interest and the XES chemshifts
can be measured on the atoms having sufficient fraction in a
material, thus providing data to characterize the effective state
of any atom for all these compounds [17-19,22,87].

To estimate the XES chemical shift values on the Nb atom
in the calcium niobate crystal with respect to a free Nb atom

TABLE II. X-ray chemical shifts on the Nb atom in clusters with
CTEP (in meV).

Basis
Nb O NCE Structure K(yz K(xl Kﬁz Kﬁl
LQC-c TZVP-a LQC-0Oc crys® 345 364 227 246
LQC-c TZVP-a LQC-0Oc opt 345 364 226 246
LQC TZVP-a LQC-0c crys® 344 362 221 235
LQC TZVP-a LQC-Oc opt 341 359 213 227
LQC TZVP-b LQC-Oc crys* 348 366 235 247
LQC TZVP-b LQC-0c opt® 346 364 236 248
LQC TZVP-b  LQC-0 crys® 345 363 227 236
LQC  TZVP-b LQC-O  optt 343 361 225 235

#Original structure (optimized in periodic calculation).
®The fragment structure, optimized in cluster calculation with the
corresponding basis set.

we use the method described in Ref. [18]. At first, we compute
the one-electron density matrix for only valence electrons
taken into account in the cluster pflm near the Nb nucleus
and the valence density matrix p), for the isolated Nb atom
after the electronic structure calculations. To obtain these ma-
trices we use the one-center restoration procedure described
in Refs. [19,88]. The XES chemical shift can be represented
as the difference between the average values of effective
one-electron operator xpr, which describes the Coulomb in-
teraction of valence electrons with the inner-core one in the
final and initial states (after the x-ray induced Auger emission
of the electron from the “final” state):

(XFI> = Z XFI,VS(IO(E;USI,)‘S - pc‘z/t,rs)’
XFI,rs = (Jl,rs - Kl,rs) - (JF,rs - KF,rs)' (3)

In the above equation, indices r and s correspond to the
valence states; J; . and K; ,; are the matrix elements of the
angle-averaged direct (Coulomb) and exchange interaction of
valence electrons with the electron in the initial state; J
and Kp,; are those for the final state ones. By using this
equation we obtain the XES chemical shifts values, which
correspond to the vertical transition energies. This approxi-
mation is well justified for the transitions of the inner-core
electron (2p — 1s, 3p — 1s) in heavy atoms (see Ref. [18]
for detailed discussion).

In Table II the chemshifts are presented for the Nb atom in
the embedded cluster for four mentioned above basis sets and
for the original structure “crys” (that is taken from periodic
calculation) and re-optimized cluster structure after the CTEP
construction (case “opt”).

The dispersion of the Kg;, data is up to 10% with in-
creasing the basis set size that is not negligible. Thus, the
corrections on the incompleteness of the basis set in the crystal
calculations are highly desirable. Such corrections can be
rather easily evaluated for the main cluster of minimal size
(with a central atom and first coordination sphere only) in
contrast to the cases of large cluster or periodic structure
studies.

In Table III the chemical shifts are presented for the Nb
atom in the stoichiometric cluster with the periodic-optimized

205105-8



COMPOUND-TUNABLE EMBEDDING POTENTIAL ...

PHYSICAL REVIEW B 103, 205105 (2021)

TABLE III. X-ray chemical shifts on the Nb atom in stoichio-
metric clusters (in meV).

Cluster type® Structure Koo K1 Kgo Kgi
Stoichiometric (1x) crys 341 360 218 238
Stoichiometric (1x) opt 234 249 89 102
Stoichiometric (4x) crys 336 354 217 234
Stoichiometric (4x) opt 171 171 -33 -29
Stoichiometric (8x) crys 343 362 229 247
Stoichiometric (8 x) opt 353 373 267 285

#The basis set for all structures corresponds to the two upper rows in
Table II—LQC-c for all Nb and Ca atoms and TZVP-a for O atoms.

(“original”) and cluster-optimized structures using DFT. The
most important result of calculations of XES chemshifts with
stoichiometric clusters is that the chemshifts for the cluster
with even eight formulas cannot be considered as converged
ones for Kz chemshifts to those of periodic structure (Table IT)
in contrast to those for the minimal cluster with CTEP despite
that the XES chemshifts are considered on the central atom
of all clusters used. One should also take into account that
when increasing the cluster size, opportunities for its accurate
treatment are dramatically diminishing because of problems
both with the basis set completeness and correlation treatment
quality on the wave-function level.

For an additional comparison of the cluster calculations
with periodic ones, the Nb-centered cluster was calculated
with the same parameters as in calculation with the CRYSTAL
package (lesser basis set and all the pseudopotentials are
used in spin-averaged approximation; the spin-orbit effects
are taken into account in both cases only at final, one-center
restoration stage [88] when calculating XES chemshifts). The
XES chemshifts on Nb in calculations of the clusters relative
to the crystal are presented in Table IV. As one can see, the
difference between the periodic and cluster results does not
exceed the overall errors of chemshifts estimate and, thus,
cannot serve as a basis for inferences.

E. Three-center cluster

As was mentioned in the “CTEP METHOD” section, the
minimal cluster is not the only possible one. Multicenter clus-
ters allow one to take into account not only more structural
and wave-function relaxations and perturbations around the
crystal defect, but can also be used to study groups of closely
located defects, such as compensating defects for a charged
substitution, or clusters of the dope atoms, leading to fluores-
cence quenching [33].

TABLE IV. Difference of x-ray chemical shifts on the Nb atom
between cluster calculations and the periodic one (in meV).

Structure KaZ.al Kﬂz,ﬁl
CTEP 3 9
Stoichiometric x 1 -1 0
Stoichiometric x 4 -7 -2
Stoichiometric x 8 1 9

FIG. 4. 3-center cluster.

In the sections below we apply the CTEP for Ca — U
substitution. As calcium and uranium have different oxidation
numbers, these particular defects are charged ones. Two op-
tions are considered: a charged main cluster of minimal size
(“1-center”) and a main cluster of larger size (in particular,
“3-center”’) which includes a compensating defect (a vacancy
as a simplest case for UV and two vacancies for UV!). The
comparison of two approaches is used to estimate the required
cluster size and general transferability of the CTEP model.

First, we need to construct the 3-center cluster for the ideal
crystal. For this we took three nearby calcium atoms and all
their neighbor oxygen atoms as the main cluster and repeated
all the above mentioned steps to build the CTEP cluster. The
3-center cluster structure is shown in Fig. 4. The cluster has
C, symmetry, with two calcium atoms being equivalent. These
atoms will be denoted as the “side” atoms, and the remaining
atom, lying on the symmetry axis, as the “central” one.

The 3-center cluster has a more complicated structure and,
as a result, the CTEP model charge optimization is not as
accurate as in the 1-center case. The RMS gradient was
minimized only to 8.3 x 1073, while the RMS displacement
after the subsequent optimization was found to be 5.9 x 1072,
which is about two orders of magnitude more than for the
1-center clusters. The particular reasons for this are not yet
studied in detail as this is a pilot application of CTEP model
to multicenter clusters. However, the above RMS displace-
ment is of the same order as the average difference between
the experimental and DFT-optimized atomic positions in the
periodic structure calculation, that is 6.5 x 1072 for the same
cluster. Thus, the RMS displacement errors are practically
the same as the errors of periodic structure DFT calculations.
The differences in electronic densities on both Ca types were
found to be almost the same as for 1-center clusters, see Fig. 5.
Thus, we consider this model as satisfactory to be used in
simulation of point defects containing Ta and U atoms.

F. Point defects
1. Tantalum

As was mentioned above, the tantalum atoms are the
most common substitutes of niobium ones in niobates, and
the whole class of minerals is widely known as “tantalum
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FIG. 5. Radial dependence of electronic density differences for
both types of Ca atoms in the 3-center cluster.

niobates.” They are not just the elements from the same group
in the periodic table, homologues, but their both chemical and
structural properties are also very similar. In particular, the
difference between their crystalline ionic radii [89] is of the
same order as the experimental uncertainty in the internuclear
distances. Taking into account that the molar fraction of Ta
compared to Nb is about 15% in the fersmite mineral, it is
natural to consider the Nb — Ta substitution in the calcium
niobate crystal to study its influence on the structural pa-
rameters of the mineral. The result of our calculations is the
following: the RMS force at the calculated crystalline geom-
etry of CaNb,Qg is 4.7 x 1073, while the RMS displacement
after the embedded cluster optimization is only 1.0 x 1072,
Such a small displacement is comparable with that going from
the basis set incompleteness (due to necessity of its truncation
in the crystalline study) in the DFT calculation of the calcium
niobate and it does not considerably influence the crystal
structure.

2. Uranium

Study of uranium defects is important due to the potential
use of tantalum-niobate mineral as a matrix for radioactive
waste. It was observed in Ref. [75], that the main oxidation
states of uranium in niobates are IV and VI, and U substitutes
the Ca atoms. The increase of the cluster size is also useful to
study sustainability of the method for more complicated point
defect cases as more structural relaxation is allowed.

In total, five types of clusters were considered and opti-
mization of the main cluster geometry was performed for each
one. Two clusters were built for a 1-center model: 1c-U™Y
with total charge 42 and 1¢c-UVY! with total charge +4. Three
clusters were considered for a 3-center model: 3c-U™ (center)
cluster with U in the central Ca site and a vacancy in the site
of one of the side Ca atom, 3c-U" (side) cluster with U and

TABLE V. Distances to eight neighbor oxygen atoms, A. “Ca”
and “Ca(reopt)” are 3-center clusters with structures optimized in
solid state and reoptimized with the CTEP model, correspondingly.
Designations for the clusters with U defects are explained in the text.

3¢c-UY  3c-UV
n Ca Ca(eopt) 1c-UV 1c-UY' (center) (side) 3c-UV!
1 2329 2.381 2278 2.160  2.381 2361  2.368
2 2329 2.381 2.280 2.161 2.457 2460 2.368
3 2332 2.356 2.238 2.058 2.186  2.165 2.054
4 2332 2.356 2.239  2.058 2344 2353  2.054
5 2.398 2.367 2.326  2.148 2.128 2.142 1967
6 2.398 2.367 2.327 2.148 2.260 2304 1.967
7 2.709 2.700 2.576  2.509 2.827 2.829 2932
8 2.709 2.700 2.577  2.509 2.765 2.652 2932

Ca as side atoms and a vacancy in the center, and 3¢-UVT with
U in the center and two vacancies at the sides.

Table V lists the distances from the atom of interest (cal-
cium for ideal crystal and uranium for the defect) to the
nearest eight oxygen atoms. The ideal cluster structure un-
dergoes serious changes in all the cases when the defect
is introduced. There are two main factors which lead to a
significant structure distortion in ionic crystals in general,
including the change of the coordination numbers, in the case
of impurities: (1) the change in the oxidation state and (2) the
difference in the radii of corresponding ions. However, for the
Ca — U substitution in CaNb,Og, the difference of Ca and U
jonic radii [89] (1 A in Ca®* vs 1.1 A in U*t and 0.9 A in U®*)
is not dramatic. Thus, the change in the oxidation state (42 for
Ca vs 44 and +-6 for U) seems to us most important here.

The coordination number of Ca atoms in the ideal crystal
is eight, with two of the neighbor oxygens located farther by
about 0.35 A than the other six. This qualitative neighbor
arrangement remains almost the same, when U impurity is
modeled by a charged single-center model. The only differ-
ence is in the decrease of all U-O bond lengths compared to
Ca-O ones by 0.04-0.12 A and 0.20-0.22 A for U"Y and UV,
correspondingly.

However, when the 3-center model is considered, the near-
est six oxygen atoms become closer to the center, while the
remaining two become farther or stay at about the same dis-
tance, so that the observed coordination number of U atoms
is changed to six both for U™ and UV'. The difference in the
results of 1-center and 3-center model calculations, combined
with the fact that the latter allows one more structural relax-
ations, suggests that the U substitute atom in the niobate is
likely to be six-coordinated. Even if the 3-center model is not
precise enough (which can be investigated in a more detailed
study), from the comparison of our results for the 1-center
and 3-center clusters one can see that the minimal 1-center
cluster model is not satisfactory to reproduce such a strong
reorganization in the nearest environment of the impurity U
atom.

The 3c-UY(center) and 3c-U" (side) models yield very
similar neighbor arrangement for the U atom; this suggests
that the multicenter CTEP model can reproduce the influence
of environment on the fragment of the crystal on almost the
same level for all centers included.
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We do not consider here more subtle effects like different
magnetic multiplets in the uranium atom since they cannot
be easily separated from other interfering contributions in the
given research. They will be first discussed in the theoretical
studies of the xenotime embedded cluster of minimal size with
the atomic actinide impurities in Ref. [80].

V. CONCLUSIONS

A new method to simulate a fragment of ionic-covalent
crystals within the cluster model, compound-tunable em-
bedding potential, CTEP, is applied to the calcium niobate
crystal, CaNb,Og, with impurity Ta and U atoms. The
CTEP method is based on modeling the embedding poten-
tial by linear combination of short-range spherical Ove-PPs
for the atoms composing the nearest environment of the
main cluster, whereas the long-range CTEP part consists
of only Coulomb potentials from environmental atoms. The
short-range CTEP pseudopotentials for cations of the nearest
environment are tuned for the given crystal (on the basis of
self-consistent semilocal pseudopotential version [13]). The
long-range CTEP part is determined by partial point charges
centered on environmental atoms which are optimized as real
numbers, positive for cations and negative for anions. The
total (electronic and nuclear) charge of the extended cluster
(main cluster and environment) is fixed to zero. The electronic
structure relaxation of both the main cluster and boundary
regions is taken into account within CTEP when one considers
processes and point defects localized in the main cluster.

A pilot application of the CTEP method to the calcium
niobate crystal is performed and a remarkable agreement of

the electronic density and optimized interatomic distances on
the main cluster with those on the original crystal is attained.
Characteristics of “atoms-in-compounds” [17], which are of
primary interest for a compound of f and d elements (Nb in
calcium niobate), are considered for chemical shifts of K, ,
and Kpg, , lines (2p3/2,1/2 — 1512 and 3p32,1/2 — Lsy,2, cor-
respondingly) of x-ray emission (fluorescence) spectra from
niobium.

This approach seems to us promising for studying prop-
erties of point defects in solids, vacancies, and impurities
containing f and heavy d elements with relativistic effects
and distortion of the crystal symmetry taken into account. Ap-
plication of the approach to study adsorption of super-heavy
elements on surfaces, effects of ionizing x-ray radiation, local-
ized vibrations and rotations, magnetic structure of impurities
of d/f elements in materials, new physics on ferroelectrics,
etc., is in progress.
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