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Adiabatic formation of bound states in the one-dimensional Bose gas

Rebekka Koch ,1 Alvise Bastianello ,1,2,3 and Jean-Sébastien Caux 1

1Institute for Theoretical Physics, University of Amsterdam, P.O. Box 94485, 1090 GL Amsterdam, The Netherlands
2Department of Physics and Institute for Advanced Study, Technical University of Munich, 85748 Garching, Germany

3Munich Center for Quantum Science and Technology (MCQST), Schellingstrasse 4, D-80799 München, Germany

(Received 4 November 2020; revised 1 April 2021; accepted 6 April 2021; published 19 April 2021)

We consider the one-dimensional interacting Bose gas in the presence of time-dependent and spatially
inhomogeneous contact interactions. Within its attractive phase, the gas allows for bound states of an arbitrary
number of particles, which are eventually populated if the system is dynamically driven from the repulsive to
the attractive regime. Building on the framework of generalized hydrodynamics, we analytically determine the
formation of bound states in the limit of adiabatic changes in the interactions. Our results are valid for arbitrary
initial thermal states and, more generally, generalized Gibbs ensembles.
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I. INTRODUCTION

Many-body quantum systems are extremely sensitive to
interactions, leading to a wide variety of possible phases of
matter. This is particularly evident in low-dimensional sys-
tems where particles are forced to meet, therefore, to scatter:
hence, the tiniest modification in the interactions can lead to
deep physical changes. The one-dimensional (1D) world is
nowadays routinely probed in the laboratory, thanks to the
astonishing advances in the context of cold atoms [1]: Several
out-of-equilibrium protocols have been engineered, unveiling
new phases of matter [2–4]. Local observables and correla-
tions thereof are measured in great detail thanks to in situ
manipulations [5–8]. As one of the main protagonists in this
play the Bose gas with contact interactions, also known as the
Lieb-Liniger model (LL) [9–11], stands out since it naturally
emerges when a bosonic gas is confined to an elongated trap
[1,12–24]. The LL model belongs to the class of integrable, or
exactly solvable, systems [25,26] which possess an extensive
number of local conserved quantities: This has far-reaching
consequences, such as hindering of thermalization [27,28]
and ballistic transport [29]. Indeed, homogeneous integrable
models relax to a nonequilibrium steady state known as the
generalized Gibbs ensemble (GGE) [30], which is sensitive to
the whole set of dynamical constraints.

The interaction of the LL model can be experimentally
tuned with great accuracy through Feshbach resonances [31]
or through trap squeezing [12,32], allowing experimentalists
to probe an interesting dichotomy in its phase space. Indeed,
depending on the sign of the interaction, the LL’s excitation
content completely changes: In contrast to the repulsive phase,
the attractive one sustains stable bound states of an arbitrary
number of particles [33–36]. In the attractive phase, the ho-
mogeneous ground state is a single massive molecule with
overextensive energy ∝−N3 with N the number of particles
[11,37]. This exotic state has been thoroughly investigated
with particular emphasis on its instability against local per-

turbations [38,39] and effects of traps [40]. On the other
hand, in out-of-equilibrium setups with extensive energy a
well-defined thermodynamic limit in the usual sense is re-
stored, sparking the interest on both the theoretical and the
experimental sides. The dynamical production of bound states
due to interaction changes is of primary experimental interest
[22–24], but the highly nonperturbative and strongly corre-
lated nature of the problem makes analytical results scarce.
So far, only the sudden interaction quench starting from the
noninteracting ground state, i.e., the Bose-Einstein condensate
(BEC), has been theoretically understood [41,42] (although
results at special values of the interaction [43] or with a finite
number of particles exist [44–46]). despite the importance of
the result, this protocol has some limitations: First of all, the
realization of 1D BECs is difficult due to their instability un-
der thermal fluctuations [47]. Second, a realistic experimental
setup is intrinsically inhomogeneous due to the presence of
a trapping potential, albeit recent developments allow to engi-
neer hard-box potentials [48,49]. Third, the lack of freedom in
choosing the initial state results in a narrow variety of steady
states within the attractive regime.

Generalized hydrodynamics (GHD) [50,51] is a new pow-
erful toolbox to deal with inhomogeneous integrable models
and a new hope in analytically controlling the bound states’
production in LL. Originally introduced to study ballistic
transport in integrable systems [50–63], diffusive correc-
tions were, subsequently, included [64–69]. GHD applications
and extensions are now far reaching, ranging from the
study of correlation functions [70,71], quantum fluctuations
[72], entanglement spreading [73–75], inhomogeneous poten-
tials [76–79], and integrability-breaking terms [80–83]. Even
more, it has been experimentally confirmed [19,21]. Of par-
ticular interest for the problem at hand is the ability of GHD
to describe adiabatically slow modifications of the interaction
[77], provided the underlying integrability structure smoothly
changes whereas varying the coupling. Whereas in LL this
is the case within the repulsive and the attractive regimes,
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FIG. 1. Left: In the attractive regime, the rapidities of the con-
stituents of a bound state share the same real part but are shifted in
units of |c| along the imaginary axis. Right: As c → 0−, the bound
states are indistinguishable from unbound particles.

this is not true any longer when passing from one phase to
the other and the state-of-the-art GHD techniques cannot be
applied anymore.

In this paper, we analytically solve this problem by match-
ing together the hydrodynamic descriptions within the two
phases. Our results allow for a complete characterization of
the state preparation obtained starting from arbitrary repulsive
thermal states (and more general GGEs) and slowly driving
the system into the attractive phase. Our findings can also
include the presence of a smooth trapping potential and are
feasible for experimental applications, which we briefly dis-
cuss. Our result is checked in the low-density limit against
ab initio microscopic calculations. We also generalize our ap-
proach to the case where the interaction is modulated in space,
connecting together spatial regions with different interaction
signs. Finally, we discuss how the bound states can be ex-
perimentally detected in practice, showing how measurement
of the correlated density after a longitudinal trap release can
probe the bound states phase-space distribution.

II. THE INTERACTING BOSE GAS AND ITS GHD

The Hamiltonian of the LL model is

Ĥ =
∫

dx

{
h̄2

2m
∂xψ̂

†∂xψ̂ + cψ̂†ψ̂†ψ̂ψ̂ + V (x)ψ̂†ψ̂

}
, (1)

where the fields obey standard bosonic commutation relations
[ψ̂ (x), ψ̂†(y)] = δ(x − y), c is the interaction strength and
V (x) is the external trapping potential. Hereafter, we set our
unities such that h̄2/(2m) = 1.

In the absence of the trap, the model is integrable [9,10]:
The eigenstates of the Hamiltonian and, more generally, of
the whole set of local charges can be understood in terms of
quasiparticle excitations labeled by a set of quantum num-
bers |{λi}N

i=1〉 known as rapidities. For a given (quasi)local
charge [84] Q̂, the eigenvalue behaves additively Q̂|{λi}N

i=1〉 =∑N
j=1 q(λ j )|{λi}N

i=1〉, where the function q(λ) is called the
charge eigenvalue. At finite volume these rapidities are quan-
tized according to the Bethe-Takahashi equations [33], whose
solution strongly depends on the sign of the interaction. In
the thermodynamic limit and within the repulsive phase c > 0
the rapidities are real, whereas for c < 0 they organize in
strings of arbitrary length j [85,86]: Rapidities belonging to
a given string share the same real part but are shifted along
the imaginary direction λa = λ − ic( j + 1 − 2a)/2 with a ∈
{1, j} (see Fig. 1). Strings can be viewed as bound states
of several particles and a string-dependent charge eigenvalue

is constructed summing over the constituents of the string
q j (λ) = ∑ j

a=1 q[λ − ic( j + 1 − 2a)/2].
The detailed arrangement of rapidities in a given state

does not matter in the thermodynamic limit [85,87], and the
eigenstates are described in terms of root densities ρ(λ).
In the repulsive case, L dλ ρ(λ) counts how many rapidities
in the state are contained in an interval [λ, λ + dλ). In the
attractive case, infinitely many root densities ρ j are needed,
one for each string species, and describe the occupancy of
the real part of the rapidities belonging to the same string.
The root densities uniquely identify the thermodynamics of
eigenstates and, as such, they are in one-to-one correspon-
dence with the GGEs [88]. Let us now allow the system
to be weakly inhomogeneous in space and time but locally
integrable. For example, this is the case when an external trap
V (x) is introduced, and the interaction c becomes space-time
dependent. Invoking a separation of scales, one can assume
the system locally relaxes to a GGE, which is then slowly
evolving: This is the paradigm of GHD [50,51], which locally
describes the system through a space-time dependent root
density. The GHD in the presence of a trapping potential and
of a space-time dependent interactions is [77]

∂tρ j + ∂x
(
veff

j ρ j
) + ∂λ

(
F eff

j ρ j
) = 0. (2)

Qualitatively, this equation describes the evolution of non-
interacting particles with phase-space density ρ j (t, x, λ),
moving with effective velocity veff

j and experiencing an effec-
tive force F eff

j where the interactions cause a state dependence
of the latter. We wrote the hydrodynamic equations (2) within
the attractive phase: The repulsive case is obtained setting
c > 0 in what follows and keeping only the first string ρ(λ) =
ρ1(λ). The effective velocity and force are defined as veff

j =
(∂λε j )dr/(∂λ p j )dr and

F eff
j = ∂t c f dr

j + ∂xc �dr
j

(∂λ p j )dr
− ∂xV, (3)

whereas ε j (λ) = jλ2 − c2 j( j2 − 1)/12 and p j (λ) = jλ, re-
spectively, are the energy and momentum eigenvalues, and

f j (λ) =
∑

k

∫
dλ′

2π
∂c
 j,k (λ − λ′)ρk (λ′) (4)

� j (λ) =
∑

k

∫
dλ′

2π
∂c
 j,k (λ − λ′)veff

k (λ′)ρk (λ′). (5)

The scattering phase 
 takes into account the interacting
nature of the model 
 j,k (λ) = (1 − δ j,k )θ| j−k|(λ) +
2θ| j−k|+2(λ) + · · · + 2θ j+k−2(λ) + θ j+k (λ), and θ j (λ) =
−2 arctan[2λ/( jc)]. Furthermore, the interactions dress the
bare quantities according to the linear integral equations [33],

τ dr
j (λ) = τ j (λ) −

∑
k

∫
dλ′

2π
∂λ
 j,k (λ − λ′)ϑk (λ′)τ dr

k (λ′),

(6)
where ϑ j = 2πρ j/(∂λ p j )dr is called the filling fraction.

III. CROSSING c = 0

We can finally address our out-of-equilibrium protocol. For
the sake of simplicity, let us assume a homogeneous setup
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FIG. 2. Top: Bound states populations for different choices of
ρ(λ) at c = 0−. The green histogram is obtained using the low-
density (incorrect) result ρ j = j

2π
e−ω j [see Eq. (28) and the relative

discussion]. Middle: Evolution of the root densities adiabatically
evolving the homogeneous system from c = 4 to c = −4. Note that,
in the homogeneous case, the time evolution can be reparametrized in
terms of the interaction c. The system is initialized in a thermal state
with density 0.5 and inverse temperature β = 0.1. Bottom: Energy
E and g2 = 〈(ψ̂†)2ψ̂2〉/〈ψ̂†ψ̂〉2 evolution for the same protocol but
with different initial temperatures and density 0.5. See Appendix A
for the details of the numerical solution of the GHD equations.

and start with a given root density in the repulsive phase,
for example, a thermal state. The presence of a trap can be
included performing the forthcoming analysis at each spatial
point. Note that, in the homogeneous case, one can change
variables in the GHD equation t → c(t ) and parametrize the
root density in terms of the value of the interaction.

As c is reduced, the particles are compressed together
in the rapidity space, and the state keeps on evolving until
c = 0+ is reached (see Fig. 2). Here, the end point of the
adiabatic evolution in the repulsive case must fix the initial
conditions for the subsequent evolution in the attractive phase,
i.e., determine the set {ρ j}∞j=1 at c = 0−. Of course, the free
point c = 0 can be equally seen as the limit from the weakly
repulsive or weakly interacting regime; and the expectation
of local observables must be continuous at c = 0. Let us now
focus on the conserved charges, whose expectation value is
believed to uniquely determine the root densities [88]. One
has 〈Q̂〉L−1 = ∫

dλ q(λ)ρ(λ) = ∑
j

∫
dλ q j (λ)ρ j (λ), where

the system’s size L appears because of extensivity. From the
charge conservation, we aim to extract the root densities: In
order to do so, we first connect the charge eigenvalues in the

attractive case with those in the repulsive phase. The charge
eigenvalue is obtained summing over the rapidities belonging
to one string, whose imaginary shift vanishes in the c → 0−
limit limc→0− q j (λ) = j limc→0− q(λ) where the continuity of
the charge eigenvalue q is assumed. Finally, it is natural to as-
sume limc→0− q(λ) = limc→0+ q(λ) since the first string in the
attractive case is nothing less than the analytic continuation
of the repulsive case. The continuity of the charge eigenvalue
can be safely assumed for all the local charges as it is easily
checked on the energy and momentum. On the other hand, the
attractive phase is expected to feature also quasilocal charges
[84] due to the presence of bound states. These charges are
not expected to be continuous, but their locality properties
are associated with the size of the bound states and become
less and less local as c → 0−: Hence, these charges are not
expected to contribute to the GGE for any state with a finite
correlation length ζcor. Indeed, their inclusion in the GGE
would induce correlations on a length scale ∼|c|−1 
 ζcor.
Thus, invoking the completeness of the local charges, we find
the following continuity equation, which we stress is diagonal
in the rapidity space:

ρ(λ) =
∑

j

jρ j (λ). (7)

Hence, the charges are unable to fully determine {ρ j}∞j=1

in the c → 0− limit. The interpretation of this equation is
extremely simple: At zero interaction, bound states of j par-
ticles with real rapidity λ are completely indistinguishable
from j unbounded particles with the same rapidity (Fig. 1).
For example, this is clear in the two-particle sector, where
the wave function decays exponentially on a length scale
|c|−1, i.e., |φ(x, y)| ∝ e−|c||x−y|/2 (see Sec. IV). Precisely, the
bound state is indistinguishable from unbound particles when
its typical spatial width is much larger than the correlation
length of the system. The fact that Eq. (7) is diagonal in
the rapidity space can be physically motivated as well with
the following argument. The interaction acts locally in real
space and it is ramped to negative values in an adiabatic
fashion, therefore, only particles which remain close to each
other for an arbitrary long time can bind together. Excitations
with different rapidities necessarily have different effective
velocities veff (λ), therefore, are eventually dragged far apart
before they can form a bound state. Equation (7) can be
read in two ways: If the interaction is switched from the
attractive to the repulsive regime, {ρ j}∞j=1’s are known and
Eq. (7) fully settles ρ. In the opposite scenario, ρ is fixed,
and ρ j must be determined, a task where Eq. (7) does not
suffice. In order to do this, we revert to the very definition
of GGE, i.e., the state that maximizes the entropy under the
constraint of fixing the expectation values of all the local
integrals of motion. The Yang-Yang (YY) entropy is [85] S =
L

∑
j

∫
dλ
2π

(∂λ p j )dr[−ϑ j ln ϑ j − (1 − ϑ j ) ln(1 − ϑ j )] and we
will now maximize it under the constraint (7). In the noninter-
acting limit, the dressing equations are greatly simplified and
become diagonal in the rapidity space. Indeed, the derivative
of the scattering phase becomes proportional to a Dirac δ,

lim
c→0

∂λθ j (λ) = −sgn(c)2πδ(λ) . (8)
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Since the same result holds irrespective of j, we get

lim
c→0

∂λ
 jk (λ) = −sgn(c)2π δ(λ)[2 min( j, k) − δ jk]. (9)

As a consequence, in the c → 0− limit (∂λ p j )dr is defined by
the following linear equation:

(∂λ p j )
dr = j − 2π

∑
k

[2 min( j, k) − δ j,k]ρk (λ). (10)

It is now a simple exercise to maximize the YY entropy with
respect to ρ j , using that ϑ j (λ) = 2πρ j (λ)/(∂λ p j )dr. After
standard manipulations one gets

ε j (λ) = jω(λ) +
∑

k

[2 min( j, k) − δ j,k] ln(1 + e−εk (λ) ),

(11)
where the effective energy parametrizes the filling ϑ j = (1 +
eε j )−1 and ω(λ) is a λ-dependent Lagrange multiplier to be
determined imposing Eq. (7). A similar entropy-maximization
strategy has been used in determining the bound-state recom-
bination in the XXZ spin chain affected by a time-dependent
magnetic flux [78]. In Fig. 2 we study the bound-state forma-
tion and provide results for physical observables, initializing
the gas in thermal states at c > 0 and driving it in the attractive
regime.

Our approach is valid in the adiabatic regime, and it is
natural to ask about the allowable timescales. Even though a
quantitative analysis of the corrections to the adiabatic result
we provided are extremely challenging, we can estimate their
validity on the basis of heuristic arguments.

For this discussion, we now go back to dimensionful quan-
tities. We start by clarifying the nature of the limit c → 0−:
Our analysis is built on the assumption that in the noninter-
acting limit bound states are indistinguishable from unbound
particles. More precisely, let us assume that the state has a
typical correlation length ζcorr. On the other hand, the decay
length of the bound states wave function is ζBS = h̄2

2m|c| . When-
ever ζBS � ζcorr, bound states are effectively indistinguishable
from unbound particles. Assuming a linear ramp of the inter-
action, this sets a timescale tBS where mixing between bound
states is allowed

tBS � h̄2

2mζcorr

1

|∂t c| . (12)

Such a timescale must be compared with the assumption
of relaxation to a GGE. In integrable models, relaxation is
due to dephasing of particles with different velocities [89]:
Observing the system at a time t , two particles whose initial
distance was longer than the correlation length ζcor will be
uncorrelated. Hence, we estimate the relaxation timescale as

trel � ζcorr/
√

〈(�v)2〉, (13)

with 〈(�v)2〉 the variance of the particles’ velocity. Requiring
trel � tBS we get a crude estimation of the allowed protocol’s
timescales,

∂t c � h̄2
√

〈(�v)2〉
2mζ 2

corr

. (14)

We stress the importance of reaching at c = 0+ a finite
temperature state for, at least, two reasons. First, as it is clear

from Fig. 2 top panel, the higher the value of the root density
ρ(λ) is, the larger the produced bound states are. If one would
start from the noninteracting homogeneous BEC, the root den-
sity diverges at zero rapidity, with the unphysical consequence
of creating arbitrary large bound states. The second reason is
the validity timescale of the adiabatic approximation: On the
noninteracting BEC, the correlation length diverges, and the
variance of the velocity of the particles goes to zero, hence,
from Eq. (14) we see that the bound on ∂t c vanishes. Thus,
in that particular case, the adiabaticity condition cannot be
fulfilled.

Continuous quantum systems are notoriously hard to be
simulated [90], especially out of equilibrium, therefore, al-
ternative checks of the validity of our result are extremely
important. In the next section, we provide an ab initio anal-
ysis of the bound states formation in the low-density regime,
showing how the entropic argument naturally emerges from
microscopic calculations and recovering the first term in the
low-density expansion of (11). However, before proceeding,
we would like to shortly comment on a different sanity check
of the finite-density ansatz (11), based on the entropy conti-
nuity. Since crossing the noninteracting point bound states are
suddenly available and, hence, the phase space increased, one
can rightfully expect the entropy to increase or, at least, to not
decrease. It turns out that Eq. (11) ensures the continuity of the
YY entropy passing from c = 0+ to c = 0−. Even though the
highly nonlinear nature of Eq. (11) makes the analytical proof
of this statement hard, it can be numerically checked with
arbitrary precision: This provides a nontrivial check of our
results at finite density. Indeed, since Eq. (11) is a maximum,
it is also the only choice which guarantees the continuity of
the YY entropy: Any other solution for {ρ j (λ)} that fulfills
Eq. (7) would have lowered the entropy of the state, which
would have been unphysical.

We also note that since the YY entropy is conserved by
the GHD equations [79], it is also conserved during the entire
protocol.

IV. AB INITIO ANALYSIS OF THE ZERO-DENSITY LIMIT

The low-density limit is amenable of explicit calculations.
In this section, we derive the ansatz for the formation of the
bound states in the zero-density limit using first-principles
calculations in the microscopic model. As we will see, the
probability of forming a bound state is completely determined
from phase-space arguments and, therefore, from entropy
maximization. Focusing on the zero-density limit, we will
miss effects of the interaction that are important at finite
density, such as dressing.

The general problem we want to address is the following:
Let us consider a noninteracting eigenstate labeled by N par-
ticles |{λi}N

i=1〉. Then, we consider another state in the weakly
attractive phase featuring some bound states. Let us label it as
|{� j

a}〉, where j labels the species of the bound state, and a
is an internal label running on the rapidities � of the bound
states of the same species. The transition probability P from
one state to the other is the overlap squared

P = ∣∣〈{λi}N
i=1

∣∣{� j
a

}〉∣∣2
. (15)
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Our ultimate goal is to compare our calculations with GHD
predictions: Since the GGE fixes the average occupancy in
each rapidity cell [λ, λ + dλ), but it is not sensitive to the
microscopic arrangements of the rapidities, the probability
P must be averaged accordingly. We already know from the
charge eigenvalues that quasiparticles with distinct rapidities
cannot bind together. Therefore, let us focus on the case
where all the incoming rapidities belong to the same interval
λi ∈ [λ, λ + dλ). The overlap will vanish if the rapidities of
the bound states do not belong to the same interval (as we
will explicitly see) and, similarly, we are not interested in their
exact location on the rapidity axis, but only in their number.
Let {n j}∞j=1 be the number of bound states of each species
at c = 0−, then we are interested in the following averaged
probability:

P̄({n j}) =
∑

λi∈[λ,λ+dλ)

∑
�

j
a

∣∣〈{λi}N
i=1

∣∣{� j
a
}〉∣∣2

[dλ L/(2π )]N

∣∣∣∣∣
{n j} fixed

. (16)

Above, the λi rapidities are independently summed over the
interval [λ, λ + dλ). The prefactor is just the phase space
of the rapidities which are quantized as integer multiples of
2π/L with L as the system size.

This object can be explicitly computed in the low-density
limit in view of very simple considerations. However, as a
warm up, it is useful to study first a simple case in detail,
namely, the probability for N particles to form the largest
possible bound state.

A. The probability of maximal binding

For finite c < 0, the bound state of N particles with ra-
pidity � and at finite volume in the coordinate representation
reads [86]

|�〉 = exp

(
iN−1�

N∑
i=1

xi

)√
|c|N−1

L
�N (|c|x1, . . . , |c|xN ).

(17)
The wave-function � within the string hypothesis explicitly is

�N (x1 � · · · � xN ) = 1√
NN

exp

[
N∑

a=1

xa(N + 1 − 2a)/2

]
,

(18)
and the symmetric extension for other ordering of the coor-
dinates is assumed. However, we will never use the explicit
form of �, but only that it is translational invariant and fast
decaying when the coordinates are stretched far apart. The
incoming state is

∣∣{λi}N
i=1

〉 = 1√
N!LN

∑
P

exp

(
i
∑

a

λP(a)xa

)
, (19)

where the sum is over the possible permutations P of N
elements. Strictly speaking, we assume {λi} to be all different:
Coinciding rapidities will change the normalization constant,
but they are not important after the averaging. One needs to
compute the overlap,

〈�|{λi}〉 =
√

|c|N−1

L

1√
N!LN

∑
P

∫
dN x �(|c|x1, . . . , |c|xN ) exp

(
i
∑

a

λP(a)xa − iN−1�
∑

a

xa

)
. (20)

From this overlap, straightforward albeit tedious computa-
tions allow one to access the averaged probability Eq. (16).
For arbitrary values of the interactions, P̄ is a complicated
object, but it is greatly simplified in the c → 0− limit: In
this case, the overlap 〈�|{λi}〉 gets extremely peaked in the
rapidity space and nonvanishing only for |� − λi| � |c|. We
leave the detailed computations to Appendix B and simply
quote the final expression,

P̄ =
[

1

N!

(
dλ L

2π

)N]−1
dλ LN

2π
. (21)

This result can be now interpreted in terms of phase-space
densities. The quantity dλ LN/(2π ) is the number of possi-
ble rearrangements of the momentum of the bound state of
N particles in the interval [λ, λ + dλ). Indeed, since � =
N−1 ∑

a λa and λa are quantized in units of 2πL−1, � is,
therefore, quantized in units of 2πL−1N−1. On the other hand,
1

N! ( dλ L
2π

)
N

is the phase space of the incoming states (the N!
term keeps into account the fact that particles are indistin-
guishable). The phase-space density result suggests that the
probability in the general case can be determined on the basis
of simple arguments. This is indeed the case.

B. The probability of the generic transition

We can now go back to the problem of computing the
transition probability to an arbitrary state in the c → 0 limit.
In order to do this, we use some assumptions which, based on
our previous calculations, are expected to be valid in the zero-
density limit. Let us consider the generic overlap 〈{λi}|{� j

a}〉:
This overlap can be divided into a product of Kronecker
δ’s enforcing the conservation laws of the momenta times a
smooth part F ,

|〈{λi}|{� j
a}〉|2 = [conservation law]F (λ1, . . . , λN ) . (22)

In the maximal binding calculation the conservation law was
extremely simple δ�,N−1

∑
a λa

. Instead, in the general case, the
constraint is a complicated product of Kronecker δ’s (and
sum of this product over rapidity permutations). The set of
rapidities {λi} is partitioned into groups of rapidities where
the center of mass of each group is enforced to be equal to the
rapidity of a certain bound state. However, there is no need to
make this constraint explicit. As we commented in the explicit
computation in the maximal binding case, in the c → 0− limit
the smooth part of the overlap becomes extremely peaked
around the rapidity of the bound state: We assume it is the
case in the generic overlap as well, therefore, F is peaked for
the rapidities λi close to the rapidity of the associated bound
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state. This observation allows one to write∑
λi∈[λ,λ+dλ)

∣∣〈{λi}
∣∣{� j

a

}〉∣∣2

→
∑
λi

[conservation law]F (λ1, . . . , λN ) = N!. (23)

The second sum is unconstrained. Since the rapidities of the
bound state belong to the interval [λ, λ + dλ), the function
F is zero whenever one of the rapidities λi lays outside of
the interval. The unconstrained sum is then equal to N! be-
cause of the completeness of the |{λi}〉 states. In order to get
the averaged probability P̄, we need now to sum over the
possible positions of the bound states within the interval
[λ, λ + dλ). The rapidity of a bound state of species j is
quantized in units of 2π/(L j), therefore, we get∑

�
j
a∈[λ,λ+dλ)

∑
λi∈[λ,λ+dλ)

|〈{λi}|{� j
a}〉|2

=
∑

�
j
a∈[λ,λ+dλ)

N! = N!
∏

j

[
1

n j!

(
dλ L j

2π

)n j
]
. (24)

Above, the n j! terms account for the indistinguishability of
the bound states and, in the zero density limit, we quantize
the rapidities of the bound states independently. This simple
analysis gives us the following simple averaged probability:

P̄({n j}) =
[

1

N!

(
dλ L

2π

)N]−1 ∏
j

[
1

n j!

(
dλ L j

2π

)n j
]

+ · · · ,

(25)

which is, of course, consistent with the maximal binding
probability previously derived. We note that the averaged
probability is completely determined in terms of the phase
space. Above, further corrections are present: Indeed, the
probability P̄ is not correctly normalized. One can simply ob-
serve, for example, that the configuration n1 = N and n j>1 = 0
already saturates the probability P̄(n1 = N, n2 = 0, . . .) = 1.
The reason is the following: The argument we provided only
captures the leading behavior in the thermodynamic limit of
a given configuration {n j}. Indeed, if one considers the power
counting in L factors finds L

∑
j n j−N . Using the constraint N =∑

j jn j , the power counting can be rewritten as L− ∑
j ( j−1)n j :

Therefore, strictly speaking, in the L → ∞ limit only the
configuration n1 = N survives, whereas other configurations
vanish and the probability is correctly normalized. Hence, at
finite L, the probability of each configuration has nontrivial
corrections to subleading orders in L.

C. The averaged population in the low-density limit

We finally use the probability P̄ (25) to compute the aver-
age bound-state population. Since P̄ captures only the leading
order in L−1, the resulting expectation values 〈nj〉 will be valid
at the leading order in the zero-density limit as well.

Let us consider P̄ (25) in the limit of large occupation num-
bers n j . In this case, one can use the Stirling approximation

and write

P̄ ∝ exp

[∑
j

n j ln

(
dλ L j

2π

)
− n j ln n j + n j

]
. (26)

This expression can be immediately compared with the low-
density regime of the YY entropy. Indeed, if one identifies
L dλ ρ j = n j and L dλ ρ = N, P̄ can be expressed as

P̄ ∝ exp

[
L dλ

∑
j

ρ j ln (∂λ p j ) − ρ j ln(ρ j ) + ρ j

]
, (27)

where we used that ∂λ p j = j/(2π ). The argument in the ex-
ponential is nothing else than the leading order in the ρ j → 0
limit of the YY entropy. In the L → ∞ limit, the probability
is peaked around its maximum, and, therefore, the expectation
values are determined by the saddle point, namely, entropy
maximization. Whereas doing so, one should take into ac-
count the constraint ρ = ∑

j jρ j that is trivially derived from
N = ∑

j jn j . The entropy maximization gives the following
simple result:

ρ j = j

2π
e−ω j, (28)

with ω a Lagrange multiplier. Then, ω is fixed by ρ = ∑
j jρ j .

As expected, this is the low-density limit of the GHD result.

V. GENERALIZATION TO SPATIAL INHOMOGENEITIES

Our result can be promptly extended to spatially inho-
mogeneous interactions. Besides the theoretical interest, this
generalization is motivated by the recent advances in the ex-
perimental engineering of inhomogeneous interactions [91].
Furthermore, in the setup of Ref. [22] the gradient in the
magnetic field used to counterbalance the gravitational force
causes a weakly inhomogeneous interaction [92]. Let us con-
sider c(x ≶ 0) ≶ 0 to be a smoothly inhomogeneous function
constant in time. The strings flowing from the attractive to the
repulsive region (λ > 0) unbind, whereas particles can form
bound states when traveling in the other direction (λ < 0).
In this case, rather than the continuity of the charges one
must impose the continuity of the current associated with the
latter. This requirement leaves some freedom in choosing the
bound-state populations, which can be again determined by
maximum entropy considerations. However, in this case, the
entropy rate must be maximized: Computing ∂t S with the help
of the GHD equations, one finds that this rate is completely
determined by the root densities at x = 0. A detailed deriva-
tion is provided thereafter, leading to the same equations as
before, namely, Eqs. (7) and (11).

Within the x > 0 and x < 0 regions, the Eulerian dynamics
is entirely governed by the GHD equations and, similar to the
time-dependent protocol, one has to find the proper boundary
conditions at the transition point. First, we find the analog of
charge conservation, which can be easily understood to be the
continuity of currents. Indeed, any discontinuity of a current
would imply a divergent growth of the associated charge den-
sity, that is, of course unphysical. The exact expression for
currents has already been proposed in the original papers on
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GHD [50,51] and it reads

〈Ĵ〉 =
∑

j

∫
dλ veff

j (λ)q j (λ)ρ j (λ), (29)

where q j is the charge eigenvalue of the charge Q̂ associated
with the current.

Assuming the analiticity of the charge eigenvalues
and their completeness [together with limc→0− q j (λ) =
j limc→0+ q(λ)], one gets a continuity equation. Thanks to the
fact that, at c → 0, the dressing acts diagonally in the rapid-
ity space, from the very definition of the effective velocity
one can easily show that, both in the repulsive and attractive
regimes, it holds veff (λ) = veff

j (λ) = 2λ. This further simpli-
fies the continuity equation obtained from the currents which,
in the end, is identical to the time-dependent case,

ρ(λ) =
∑

j

jρ j (λ). (30)

Similar to the charge conservation in the time-dependent
case, Eq. (30) does not completely fix the boundary conditions
since it allows a possible rearrangement of the bound states.
More specifically, the current flowing into the junction is, of
course, fixed by the left and right bulks, whereas the outgoing
current must be found. The notion of ingoing and outgoing is
determined by the sign of veff (λ) = veff

j (λ) = 2λ. In order to
unambiguously determine the bound-state recombination, we
consider the entropy once again.

Within the inhomogeneous setup, rather than considering
the YY entropy, one should focus on its growth. Let us con-
sider ∂t S = ∂t Sx<0 + ∂t Sx>0, where Sx≶0 is the Yang-Yang
entropy in the left and right halves of the system, respec-
tively. The GHD equations have been proved to conserve the
entropy [79], however, this is true only in the absence of
boundary terms (see also Ref. [78]). Indeed, let us consider
the Yang-Yang entropy within the attractive regime (i.e., in
the region x < 0) and compute its time derivative using the
GHD equations one straightforwardly obtains

∂t Sx<0 = ∂t

(∫ 0

−∞
dx

∫
dλ

2π

∑
j

(∂λ p j )
drη(ϑ j )

)

= −
∑

j

∫ 0

−∞
dx

∫
dλ

2π

{
∂x

[
veff

j (∂λ p j )
drη(ϑ j )

]
+ ∂λ

[
F eff

j (∂λ p j )
drη(ϑ j )

])}
, (31)

where η(x) = −x ln x − (1 − x) ln(1 − x). Since we inte-
grate exact differentials, only boundary terms matter. In the
hypothesis that the filling vanishes at large rapidities and
for x → −∞, we get a nontrivial contribution only from the
boundary at x = 0,

∂t Sx<0 = −
∑

j

∫
dλ veff

j ρt
jη(ϑ j )

∣∣∣
x=0

. (32)

A similar conclusion holds for Sx>0. Now, we are left with
the problem of maximizing the entropy rate with the constrain
(30). Of course, we are considering the c → 0 limit, hence,
the dressing is diagonal in the rapidity space and veff

j = 2λ:
Using this identity in (32), we obtain that the integrand in the

entropy growth is, apart from the factor 2λ, exactly the YY
entropy we maximized in the time-dependent case. Since the
dressing acts diagonally in the rapidity space, the 2λ prefactor
is ineffective in the entropy maximization. Besides, the conti-
nuity equation (30) is formally the same as what we had in the
time-dependent case. Hence, the entropy maximization leads
to exactly the same nonlinear equations (4) and (5).

VI. BOUND STATES’ DETECTION IN EXPERIMENTS

We expect our results to be applicable to the state-of-
the-art experimental techniques. In Refs. [22,24] cesium and
dysprosium atoms, respectively, were trapped in 1D optical
traps and the interaction manipulated acting on a Feshbach
resonance [32]. In particular, by gently tuning the magnetic
field, the whole range from weakly repulsive to strongly at-
tractive interactions can be continuously explored. Reference
[22] focused on sudden interaction changes, whereas Ref. [24]
implemented an adiabatic protocol. The initial state c > 0 is
expected to be thermal, and its temperature can be estimated
by measuring the mean kinetic energy through momentum-
space imaging. With the same method, the kinetic energy can
be probed at the end of the protocol and compared with the
GHD result. Advances in atom-chip setups [93] could lead
to even more interesting measurements, given the possibility
of real-space density’s profile imaging. Combining the latter
with a longitudinal trap release, the rapidity-dependent root
densities of the bound states can be reconstructed from the
full-counting statistics of the density fluctuations as we now
discuss.

Let us imagine a 1D interacting Bose gas confined in an
elongated trap with homogeneous and time-independent in-
teractions. In Ref. [79] it has been pointed out that, within
the repulsive phase, the gas expansion following a longitudi-
nal trap release (but maintaining the transverse confinement),
allows one to reconstruct the rapidity-dependent root density,
integrated in space. The same method can be used to detect
the population of the bound states within the attractive phase
through correlated density measurements of the expanding
cloud. First, we quickly recap the measurement proposed in
Ref. [79], then we move to discuss the attractive regime. This
method has been used, for example, in Ref. [21] for extract-
ing the root density from experimental data. We consider
c > 0 and imagine the longitudinal trap is released, but the
transverse trap is kept in place retaining the 1D geometry
of the gas. The free expansion is determined by the GHD
equations ∂tρ + ∂x(veffρ) = 0: Whereas the cloud expands,
its local density decays in time due to the ballistic spreading
∼t−1, hence, after a certain large time t0 after the trap release,
dressing effects in the velocity can be neglected veff (λ) �
v(λ) = 2λ. In this regime, the solution to the GHD equations
amounts to a free expansion,

ρ(t, λ, x) =
∫

dy δ[y − x + 2λ(t − t0)]ρ(t0, λ, y), (33)

Now, let us consider the density profile and compute
〈ψ̂†(x)ψ̂ (x)〉 = ∫

dλ ρ(t, λ, x). Using the expression above,
one finds

〈ψ̂†(x)ψ̂ (x)〉 = 1

2(t − t0)

∫
dy ρ

(
t0,

x − y

2(t − t0)
, y

)
. (34)
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We now perform a further approximation and take t 
 t0
and observe the cloud at positions x much larger than the
cloud’s size at time t0 (in terms of adimensional quantities

x−y
2(t−t0 ) [∂λρ/ρ]λ=[(x−y)/2(t−t0 )]  1). Within this approxima-

tion, one finds 〈ψ̂†(x)ψ̂ (x)〉 = 1
2t

∫
dy ρ(t0, x

2t , y), lastly we
note that the GHD equations ∂tρ + ∂x(veffρ) = 0 implies that∫

dy ρ(t, λ, y) is conserved during the time evolution, hence,
we can replace t0 → t in the expression for the density profile
and finally get

〈ψ̂†(x)ψ̂ (x)〉 = 1

2t

∫
dy ρ

(
0,

x

2t
, y

)
. (35)

Hence, measuring the density profile of the expanding cloud,
one can measure

∫
dy ρ(0, λ, y) as a function of the rapidity

λ and realize a spectroscopy of the root density.
A similar reasoning can be applied if the gas is in the attrac-

tive phase, although measurements of the density profile do
not allow to discern among the bound states. Indeed, applying
the same reasoning we outlined in the repulsive case, at c < 0
one finds

〈ψ̂†(x)ψ̂ (x)〉 = 1

2t

∑
j

∫
dy jρ j

(
0,

x

2t
, y

)
. (36)

This single observable cannot distinguish the bound states and
further measurements are needed. Physically, bound states are
cluster of correlated particles which travel together. Hence, the
correlated densities O�(x) = [ψ̂†(x)]�[ψ̂ (x)]� are the natural
candidates to probe the bound states’ population. Within the
GHD perspective, these observables can be expressed in terms
of a functional of the root densities at the same position
〈O�(x)〉 = O�[ρ j (x)]. At finite density, such a functional is
complicated and, in general, not known. However, we can
use the fact that in the large time limit after the trap release,
the local density of particles is small and attempts a linear
expansion,

〈O�(x)〉 �
∑

j

∫
dλ C�

j (λ)ρ j (t, x, λ). (37)

Since the coefficients C�
j describe the low-density limit of

the expectation values 〈O�〉, they can be explicitly computed
in the finite-particle sector. More precisely, let | j, λ〉 be the
bound state of j constituents and rapidity λ, with L as the
system’s length,

| j, λ〉 =
√

|c| j−1

j!LN j

∫
d jx exp

(
i
λ

j

j∑
a=1

xa

)
� j (|c|x1, . . . , |c|x j )ψ̂

†(x1) · · · ψ̂†(x j )|0〉. (38)

The wave-function � is reported in Eq. (18). The normalization N j in Eq. (18) can be fixed imposing∫
x1=0 d j−1x|� j (x1, . . . , x j )|2 = 1.

Let us now focus on computing the expectation value of O�(x) on this state. Thanks to translational invariance, we can
consider O�(x = 0), and one readily finds

〈 j, λ|O�(0)| j, λ〉 = �!

L

(
j

�

) ∫
d j−�x|� j (x1, . . . , x j−�, 0, . . . 0)|2 (39)

for j � � and zero otherwise. Comparing the above with
Eq. (37) and using that state | j, λ〉 is represented by a root
density ρ j′ (λ′) = L−1δ j, j′δ(λ − λ′), one can determine the co-
efficients C�

j (λ),

C�
j (λ) = �!

(
�

j

)∫
d j−�x|� j (x1, . . . , x j−�, 0, . . . 0)|2 (40)

for j � � and zero otherwise. Note that due to Galilean invari-
ance, C�

j (λ) is actually λ independent. Once these coefficients
have been computed, one can analyze the expanding cloud,
lastly determining

∫
dx ρ j (t, λ, x) as a function of λ.

The computation of C�
j requires performing a finite-

dimensional integral in at most j coordinates of a simple
wave-function (18). Albeit tedious, this task can be straight-
forwardly performed, especially in the case where only the
first strings are populated and one can truncate the sum (37).

The local correlated density [ψ̂†(x)]�[ψ̂ (x)]� can be diffi-
cult to be directly measured in experiment. However, the same
strategy can be used on the moments of the particle numbers
in an interval. Let us define N̂�(x) = ∫ x+�/2

x−�/2 dx′ψ̂†(x′)ψ̂ (x′),
i.e., the particle number operator in an interval of length �

centered around x. In the long time limit after the trap release,

one can write

〈[N̂�(x)]�〉 = 1

2t

∑
j

∫
dy C̃�

j ρ j

(
0,

x

2t
, y

)
, (41)

where the computation of the coefficients C̃�
j is a trivial gener-

alization of the strategy that led to determine C�
j .

VII. CONCLUSIONS AND OUTLOOK

We analytically predict the bound states’ formation in
the 1D interacting Bose gas undergoing adiabatic interaction
changes from the repulsive to the attractive regime. Our ex-
act results are valid in the thermodynamic limit and when
correlations are strong and inaccessible to perturbation the-
ory. We considered generic initial thermal states and more
generally GGEs: This flexibility allows to greatly control the
attractive phase with immediate applications to state prepa-
ration. Our findings are experimentally accessible but also
provide prospects for further developments in inhomogeneous
1D systems. For example, inhomogeneous spin chains can
arguably be studied with similar methods and the conse-
quences of bound states’ recombination on transport problem
addressed [94]. The experimental setup of Ref. [2] represents
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a major theoretical challenge with a cold-atom realization of
the famous sine Gordon (SG) model, describing the phase
interference between two coupled 1D atom tubes. The in-
trinsic inhomogeneity induced by the experimental setup
causes a smooth space dependence on the SG interaction,
which strongly affects the local spectrum of the theory and
causes binding and unbinding the topological excitations of
the phase. Our findings are a first step towards the solution
of this very interesting but difficult problem. Future appli-
cations to classical systems are thriving to be addressed as
well: In the semiclassical limit, the 1D Bose gas reduces to
the 1D nonlinear Schrödinger equation [95]. This classical
correspondence allowed for several numerical benchmarks
of predictions dragged from integrability [81,82,96,97] and
could offer a numerical confirmation of our method.
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APPENDIX A: NUMERICAL SOLUTION OF THE GHD
EQUATION AND OBSERVABLES OF INTEREST

In this Appendix, we provide additional details concerning
the numerical solution of the GHD equations and how the
plots in Fig. 2 have been obtained. For the sake of simplic-
ity, we considered a spatially homogeneous system, but the
method is readily generalized to inhomogeneous systems.

We initialize the state in a thermal ensemble at a finite
temperature and c > 0, whose filling function is determined
by the following integral equation [33],

ε(λ) = β[ε(λ) − μ] +
∫

dλ′

2π
∂λθ1(λ − λ′) ln(1 + e−ε(λ′ ) ).

(A1)

Above, μ is a chemical potential fixed by the density of parti-
cles. This equation as well as the dressing (6) are discretized
on a finite uniform grid {λi}i with a lattice step �λ,

ε(λi ) = β[ε(λi ) − μ] +
∑

i′

1

2π
[∂λθ1]i,i′ ln(1 + e−ε(λi′ ) ).

(A2)

with [∂λθ1]i,i′ as the discretized kernel. One could naively set
[∂λθ1]i,i′ = �λ ∂λθ1(λi − λi′ ), but such a discretization does

not work at small c in view of Eq. (8), hence, we rather define

[∂λθ1]i,i′ =
∫ λi′+�/2

λi′−�/2
= dλ′∂λθ1(λ − λ′)

= 2 arctan

[
2(λ′ − λi )

c

]∣∣∣∣∣
λ′=λi′+�/2

λ′=λi′−�/2

. (A3)

A similar discretization strategy must be employed for the
dressing within the attractive phase and for the force terms (4)
and (5).

The initial state is then evolved with the GHD equations
according to the method of characteristics used in Ref. [77],
which implements the GHD equation as infinitesimal and
inhomogeneous translations of the filling function in the phase
space. Lastly, once c = 0+ is reached, the evolution is contin-
ued within the attractive phase solving Eq. (11).

During the evolution, we mainly focus on two physically
motivated observables, namely, the total energy E and the
correlated density g2 = 〈(ψ̂†)2ψ̂2〉/(〈ψ̂†ψ̂〉)2. In terms of the
root densities and filling fractions, these observables are

E =
∑

j

∫
dλ ε j (λ)ρ j (λ), 〈ψ̂†ψ̂〉 =

∑
j

∫
dλ jρ j (λ),

(A4)
and [41,42]

〈(ψ̂†)2ψ̂2〉 = −
∑

j

∫
dλ

c

6
j( j2 − 1)ρ j (λ)

+
∑

j

∫
dλ

π
jλϑ j (λ) f dr

j (λ). (A5)

Both observables are reported in the attractive phase, whereas
the repulsive one is obtained retaining only the first string
j = 1 and, of course, c > 0.

APPENDIX B: FROM THE OVERLAP TO EQ. (21)

In this Appendix, we present the detailed calculations that
from the overlap (20) bring one to Eq. (21).

The symmetry of the wave-function � under global trans-
lations allows one to integrate the center-of-mass N−1 ∑

a xa

in Eq. (20), and the oscillating phases impose the momen-
tum constraint � = N−1 ∑

a λa. Importantly, we work at large
but finite volume, hence, conservation laws are not enforced
through Dirac δ’s, but Kronecker δ’s and, of course, L fac-
tors. Rather than aiming for a brute-force computation of
the integral, it is more convenient to keep the formal inte-
gral representation and plug it directly into Eq. (16). The
summation over the � states is trivially performed since the
only nonzero contribution is when � = N−1 ∑

a λa. Then,
we use the fact that since we are summing over all the
rapidities and coordinates, the result is invariant under per-
mutations. Therefore, we can pick a single arrangement of
coordinates and rapidities and introduce a prefactor (N!)2 to
keep into account the double summation over the rapidities,
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which gives

P̄ =
(

dλL

2π

)−N N!|c|N−1

LN+1

∑
λi∈[λ,λ+dλ)

∫
dN x

∫
dN x′�(|c|x1, . . ., |c|xN )�(|c|x′

1, . . ., |c|x′
N )

× exp

[
i
∑

a

(
λa − N−1

∑
a′

λa′

)
(xa − x′

a)

]
. (B1)

Next, we note that the integrand is invariant under translations xa → xa + const and similarly under translations x′
a → x′

a +
const, so we get a factor L for each of the two translational symmetries and we can fix x1 = x′

1 = 0 in the integrand. Furthermore,
we take the thermodynamic limit

∑
λ → L

2π

∫
dλ and note that the integrand is invariant under global rapidity shifts λa → λa +

const, hence, it is convenient to change variables as χ1 = −N−1 ∑
a λa and χa>1 = λa − N−1 ∑

a λa. The change in coordinate∑
a′ Ma,a′χa′ = λa has a nontrivial Jacobian which must be taken into account when changing variables. In particular, det M =

−N−1.
The integrand does not depend on χ1, hence, one can explicitly integrate over χ1, getting a dλ overall factor, i.e., the length

of the interval on which we are averaging. Lastly, we change variables rescaling ya = |c|xa, y′
a = |c|x′

a, and μa = χa/|c|. Note
that, since λa lived in an interval of width dλ, μa belongs on an interval of length dλ/|c|, which diverges with |c| → 0. Hence,
in the |c| → 0 limit one gets

P̄ =
(

dλL

2π

)−N L dλ N!

(2π )N
N

∫ +∞

−∞
dN−1μ

∫ +∞

−∞
dN−1y

∫ +∞

−∞
dN−1y′ �(0, y2, . . ., yN )

×�(0, y′
2, . . ., y′

N ) exp

(
i

N∑
a=2

μa(ya − y′
a)

)
. (B2)

Now, we could first integrate in the coordinates yay′
a and then in the the variables μa. If one proceeds in this way, a decaying

function of the μa variables is found. In terms of the original rapidities λa, this means the function decays as λa’s are dragged
apart from their center of mass on a typical length scale ∼|c|. In other words, the function is very peaked in the λ space: This will
be used in the forthcoming section. However, for the time being it is better to integrate first in the μa coordinates: This results in
N − 1 Dirac δ’s that enforce ya = y′

a,

P̄ =
(

dλ L

2π

)−N

N
L dλ N!

2π

∫ +∞

−∞
dN−1y |�(0, y2, . . . , yN )|2 . (B3)

Finally, one notes that
∫ +∞
−∞ dN−1y |�(0, y2, . . . , yN )|2 = 1 because of the normalization of the bound state wave function. The

final simple result is Eq. (21).
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