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Quantifying the interplay between fine structure and geometry of an
individual molecule on a surface
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The pathway toward the tailored synthesis of materials starts with precise characterization of the conforma-
tional properties and dynamics of individual molecules. Electron spin resonance (ESR)-based scanning tunneling
microscopy can potentially address molecular structure with unprecedented resolution. Here, we determine the
fine structure and geometry of an individual titanium-hydride molecule, utilizing a combination of a newly
developed millikelvin ESR scanning tunneling microscope in a vector magnetic field and ab initio approaches.
We demonstrate a strikingly large anisotropy of the g tensor, unusual for a spin doublet ground state, resulting
from a nontrivial orbital angular momentum stemming from the molecular ground state. We quantify the
relationship between the resultant fine structure, hindered rotational modes, and orbital excitations. Our model
system provides avenues to determine the structure and dynamics of individual molecules.
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I. INTRODUCTION

Precisely determining the fine structure, dynamics, and
geometry of an individual molecule, with submolecular reso-
lution, is a grand challenge in numerous fields of nanoscience.
Scanning probe microscopy (SPM) has emerged as a sur-
face imaging approach capable of intramolecular resolution
of individual molecules [1,2], quantifying conformational
modifications like the static Jahn-Teller distortion [3], or
light-assisted conformational changes [4]. Complementary to
imaging, SPM-based inelastic excitation spectroscopy has
been successfully applied to infer the various intramolec-
ular vibrational [5], rotational [6,7], or hindered rotational
modes [8]. However, these methods lack the precision
to quantify the interplay between structure and molecu-
lar geometry like methods such as electron spin resonance
(ESR) [9,10]. These methods are also not well suited for
studying low-energy dynamics, such as the quantum zero-
point motion of hydrogen and other light elements that are
quenched by strong tip-sample interactions. Moreover, the
resolution of traditional SPM, particularly scanning tunneling
microscopy (STM), is limited by both convolution [1,11,12]
and current preamplifier-related bandwidth issues that pre-
clude insight into the structure and rotational dynamics of
individual molecules.

Hybrid methods have recently emerged, combining the
spatial resolution of STM with temporal resolution [13,14]
driven by continuous wave excitation [15]. THz-based
STM [16,17] has been used to excite and quantify the vibra-
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tional motion of an individual phthalocyanine molecule with
picosecond precision [18]. Likewise, electron paramagnetic or
spin resonance (EPR/ESR) has been established [15,19,20],
based on a combination of microwave excitation of the STM
junction, with the detection of spin-polarized current [21] of
individual atoms. This technique, referred to as ESR-STM,
has been used to quantify magnetic interactions, hyperfine
couplings, and the coherent dynamics of individual magnetic
impurities with unprecedented resolution [22–24]. However,
in the spirit of traditional EPR/ESR, ESR-STM has yet to
be applied to infer the molecular structure and the related
low-energy modes of an individual molecule.

Here, we quantify the fine structure of an individual
titanium-hydride (TiH) molecule on the surface of magne-
sium oxide (MgO) and use this to determine the molecular
geometry and low-energy excitations of TiH with picometer
precision. Utilizing an ESR-STM to access previously unmea-
sured low-frequency bands in multidirectional magnetic fields
at millikelvin temperature, we observe a giant anisotropy in
the g tensor concomitant with a spin- 1

2 (doublet) ground state.
Along a field direction parallel to the surface, the g factor
nearly has the free electron value, as expected for an ideal
doublet. However, the g factor is strongly renormalized in a
field direction perpendicular to the surface, which has thus far
not been measured. In light of the inability of conventional
density functional theory (DFT), as well as the mean-field
DFT + U approach to describe these experimental results,
we adapted an approach based on quantum chemistry (QC)
and exact quantum dynamics to properly account for the cor-
relations in this molecular system. Using this approach, we
include the Coulomb interactions generated by the ions of the
surface and illustrate how the spin quartet electronic ground
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state of the isolated TiH molecule transforms into a doublet
state as it approaches the MgO surface. We reveal that the
origin of the strongly anisotropic g tensor stems from a siz-
able orbital angular momentum of the electronic ground state,
which DFT-based methods fail to predict, when the molecule
is near the surface. Moreover, we quantify the g tensor in
embedded cluster calculations, which yield good agreement
with the experiments and enable determination of the structure
and low-energy excitations of the molecule.

II. RESULTS

A. Electronic ground state calculation

TiH is a molecular radical relevant in molecular astro-
physics and astrochemistry due to its abundance in space [25].
It has been predicted to host an electronic 4� ground state [25]
with three parallel unpaired electrons and orbital occupation
[Ar]4σ 2(4σ ∗)13d1

x2−y2/xy3d1
xz/yz, where 4σ denotes the bond-

ing molecular orbital formed between Ti and H and 4σ ∗ its
antibonding counterpart. Nevertheless, there is no experimen-
tal data identifying its electronic structure in the gas phase.
Starting from ab initio QC, we consider the TiH molecule
in the gas phase with C∞v symmetry to fully account for
the orbital angular momentum. In the absence of the surface,
TiH indeed resides in the 4� state, with a projected orbital
angular momentum � = 3 and spin angular momentum (S) in
a quartet configuration, S = 3

2 . In the gas phase, the 4� state is
favored (green) over the excited 2� state (orange), with � = 2
and a doublet S = 1

2 , with an energy separation of 343 meV
[Fig. 1(a)]. The 2� state contains a single unpaired electron
with orbital occupation of [Ar]4σ 2(4σ ∗)23d1

x2−y2/xy.
Magnetic atoms and molecules on surfaces are most often

treated within DFT, where the effects of electron correlations
are commonly considered in mean field approaches, such as
DFT + U and dynamical mean-field theory (DMFT) [26,27].
By contrast, QC approaches can more precisely capture the
electron correlations but are not often used in combination
with surfaces due to the computational complexity introduced
by the distance-dependent coupling with the band structure of
the surface. Due to the ionic and insulating nature of MgO
(band gap ≈6 eV) [28,29], we consider the surface with a
point charge model where all charges are highly localized.
This is a first approximation to the surface, and later, we
discuss higher-level theory where the surface is more properly
treated in an embedded cluster approach. We also utilized
DFT + U (see Supplemental Material [30]), but this approach
leads to an inaccurate prediction of the splitting of the doublet
state and to a trivial value of the orbital angular momentum.
In the QC approach, we accounted for the Mg and O atoms
directly below TiH and mimic the rest of the surface by a finite
lattice of point charges, ±2e, having the fourfold rotational
symmetry of MgO(100), and used the lattice parameters ob-
tained from the relaxed DFT + U calculations (see Sec. S8 in
the Supplemental Material [30]).

The adsorption of TiH onto MgO strongly modifies the
electronic structure of the molecule and limits its angular
motion due to the ionic environment. Starting from gas-phase
calculations, we computed the state energies of the 4� and 2�
electronic states of the TiH molecule as a function of distance

(d) normal to the MgO surface [Fig. 1(a)]. We considered
TiH adsorption on top of oxygen (top site) to directly com-
pare with the experimental data. As the molecule approaches
the surface, there is a crossover in the favored ground state
from the 4� state to the 2� state, d � 2.7 Å. At the relaxed
height from DFT + U (dashed line) at d ≈ 2.50 Å [22,31],
the 2� state is therefore the ground state. We later
confirm the favorability of the 2� state, at the relaxed height
from theory, with embedded cluster calculations. The change
in the ground state can be attributed to a higher electron
density below the TiH in the 4� state than in the 2� state,
resulting in a larger repulsion from the underlying MgO unit
with the 4� state than the 2� state. This also forces the H
atom to reside above the Ti atom, while the latter is closer
to the O site. For d = 2.42 Å, the degeneracy between the
two preferred orbitals 2�x2−y2 (orange) and 2�xy (cyan) is
broken. This leads to a partially quenched orbital moment at
short distances to the surface, which will be discussed later
together with the precise values of the splitting and g tensor.
The striking difference between QC and DFT + U [22,31] is
that the molecule retains a sizeable orbital angular momentum
compared with the negligible values resulting from DFT +
U (see Table S2 in the Supplemental Material [30]). Addi-
tionally, DFT + U overestimates the splitting of the ground
state by roughly a factor of five. Although the 2� ground
state maintains a nontrivial orbital angular momentum, it
hosts a spin doublet and should not be susceptible to resid-
ual magnetic anisotropy, in line with previous experimental
observations [24].

B. ESR-STM of an individual TiH molecule

To probe the orbital angular momentum of the TiH
molecule and the possible effect of a crystal field, we adopt
ESR-STM [15] down to millikelvin temperatures [32,33] in
magnetic field orientations parallel and perpendicular to the
surface to extract the g tensor, as schematically depicted in
Fig. 1(b). By operating at lower temperature, we access new
frequency bands corresponding to absolute energies roughly
an order of magnitude lower than previously studied [15].
Our use of magnetically stable bulk Cr probes [19,34] with
additionally picked up Fe atoms ensures spin polarization at
zero field and enables ESR-STM at both magnetic field po-
larities. After cold deposition of Ti, TiH molecules appeared
on both top and bridge sites of a 2 monolayer (ML) thick
patch of MgO grown on a Ag(100) surface (see Appendix A).
We additionally codeposited Fe atoms on the surface for tip
preparation and calibration, and both species can be identified
by a combination of their apparent height [Fig. 1(c)] and
spectroscopic fingerprints (see Sec. S1 in the Supplemental
Material [30]). For the ESR measurements, we operated in
two complementary modes, namely external magnetic field
(B) sweep (B-sweep) mode or frequency ( f ) sweep ( f -sweep)
mode. In the first mode (B-sweep), we measured at selected
values f , while the external field Bext was swept, and in the
second mode ( f -sweep), Bext was kept constant, while f was
swept (see Appendix A).

We observed resonant excitations in both previously
probed frequency bands as well as new band regimes (0.3–
21 GHz). We note that the out-of-plane excitations have not
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FIG. 1. Structure of the TiH molecule and influence of the surface. (a) Evolution of the 2� and 4� states of the TiH molecule as a function
of distance from the surface of MgO, obtained from ab initio quantum chemistry (QC) calculations. The electronic ground state of the system
changes from the 4� to the 2� state for the adsorbed TiH. The dashed line indicates the relaxed height obtained from DFT + U and the
dotted line the energy minimum of the states from QC calculations. (b) Illustration of the TiH molecule adsorbed on the oxygen site of an
ionic Mg2+O2− surface. The ṼRF is applied on the magnetic Cr tip and is added to VDC as schematically sketched. (c) Three-dimensional
representation of a constant-current scanning tunneling microscopy (STM) image of a TiH molecule adsorbed next to two Fe atoms. Different
apparent heights for Fe (151 ± 8 pm) and TiH (103 ± 8 pm) clearly distinguish both adsorbate types (VDC = 30 mV, It = 10 pA).

been previously studied in detail. The resonance peak shifts at
rates that depend on the orientations of Bext (Fig. 2). Measure-
ments in B-sweep mode for Bext in the ⊥ (red) and ‖ (blue)
directions to the surface are shown in Fig. 2(b), measured at
constant radiofrequency (RF) amplitude (VRF = 7.9 mV) and
at selected frequencies ranging from 1.165 to 10.92 GHz. Res-
onance peaks are each fitted with a Lorentzian (not shown),
enabling precise identification of the peak location and width.

Strikingly, these linear trends have distinct slopes de-
pending on the orientation of Bext. The description of these

different slopes resides in the anisotropy of the g tensor, which
is schematically depicted in Fig. 2(a). The allowed �� = ±1
(with � = � + �, see definitions in Subsec. E) ESR transi-
tions at a given frequency occur for different amplitudes of
Bext, depending on the magnetic field orientation. Likewise,
the linear behavior was observed in both orientations for both
polarities of Bext, enabling the determination of the offset
magnetic fields due to the magnetic probe. We performed
f -sweep mode measurements on the same molecule in the
band f = [7.9–8.5 GHz]. Like the B-sweep mode, the peak
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FIG. 2. Millikelvin electron spin resonance (ESR) scanning tunneling microscopy (STM) of a TiH molecule in variable field orientations.
(a) Sketch of the Zeeman diagram for the level splitting of the doublet state in different field orientations B‖ (blue) and B⊥ (red). Dashed arrows
of the same lengths indicate the allowed �� = ±1 transitions for a specific f (with � = � + �). (b) B-sweep mode ESR measurements
with the same microtip for two TiH molecules with the magnetic field swept in ±B‖ (blue) or ±B⊥ (red) direction. Peak positions are
extracted from Lorentzian fits and subsequently fitted with a linear model (dashed lines). For the same selected frequencies, they appear
at very different magnetic fields for the two directions, revealing an anisotropic g tensor with g‖ = 1.80 ± 0.02 ([25.2 ± 0.2] GHz/T) and
g⊥ = 0.63 ± 0.01 ([8.8 ± 0.1] GHz/T) (VDC = 50 mV, It = 2 pA, fchop = 877 Hz, VRF = 7.9 mV). f -sweep mode ESR measurements in (c) B‖
and (d) B⊥ direction with the same microtip and on the same TiH molecule as in the B‖-sweep in (b). Solid lines represent Lorentzian fits to the
experimental data. Linear fits to the extracted peak positions [inset in (d)] reveal g‖ = 1.62 ± 0.06 ([22.7 ± 0.9] GHz/T) and g⊥ = 0.66 ± 0.02
([9.3 ± 0.3] GHz/T) (VDC = 50 mV, It = 2 pA, fchop = 877 Hz, VRF = 8.0 mV).

positions extracted from Lorentzian fitting (solid lines) re-
vealed an identical linear trend with slopes depending on
the orientation of Bext. Additional raw datasets of such ex-
periments are presented in Sec. S3 and Figs. S7–S9 in the
Supplemental Material [30].

C. Anisotropic g tensor

To ascertain the g tensor, as well as set an upper bound of
a potential zero-field splitting, we performed repeated mea-
surements in both modes, in bands from 382 MHz to 22 GHz.
Figure 3(a) shows the extracted resonance peak positions of
21 experimental datasets with both measurement modes. All
data points were recorded with the same measurement pa-
rameters for distinct microtips, different TiH molecules, as
well as for various frequencies or B-field ranges and orien-
tations. Both the B and f dependencies remain linear down
to frequencies of 382 MHz and up to ≈21 GHz (inset). We
note that we have not observed the hyperfine splitting on

the oxygen binding site as reported in Ref. [23]. We did
observe nonlinear trends for some but not all datasets at low
frequencies [Figs. 3(a) and S10 in the Supplemental Mate-
rial [30]) that we attributed to a significant stray field of the
STM tip Btip with a component oriented orthogonal to the
applied field Bext (see Sec. S5 in the Supplemental Mate-
rial [30]). To extract values of the slopes, all datasets were
fitted individually with linear functions, excluding the non-
linear data (see Sec. S4 in the Supplemental Material [30]).
A g factor was then extracted from each dataset assuming a
fixed magnetic moment of 1 μB. All individually extracted
g factors are plotted in Fig. 3(b). The error bars represent
the standard deviation from the cumulative error of the slope
from linear regression. The weighted means were calculated
from all data points and reveal g‖ = 1.67 ± 0.16 and g⊥ =
0.61 ± 0.09. Here, the error corresponds to twice the weighted
standard deviation. The weighted average of these values rep-
resents the extracted g factor for each distinct direction (‖
and ⊥). In this comprehensive analysis, we also included 10
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FIG. 3. Giant g-tensor anisotropy of TiH. (a) Extracted electron spin resonance (ESR) peak positions from 21 datasets on different
molecules (indicated by different symbols) measured in two B-field directions ⊥ (red) or ‖ (blue). Filled or open symbols correspond to B-
or f -sweep mode, respectively. Measurement parameters throughout all experiments were the same (VDC = 50 mV, It = 2 pA, VRF = 8 mV),
except for the inset [VDC = 50 mV, It = 10 pA, ṼRF = 4.466 V (uncalibrated VRF)]. (b) Experimental g factors obtained from linear fits to the
data in (a) as well as additionally included datasets with varied experimental parameters and tips (see Fig. S7 in the Supplemental Material [30]
for a plot of all data). From 30 datasets in total, we obtain g‖ = 1.67 ± 0.16 ([23.4 ± 2.29] GHz/T) and g⊥ = 0.61 ± 0.09 ([8.49 ± 1.19]
GHz/T). (c) Plots of the full width at half maximum (FWHM) (top) and ESR peak intensity (bottom) from VRF power-dependent measurements
of a TiH molecule extracted from fitting Fano lineshapes to the experimental data. Dashed lines indicate simultaneous fits within the 1 and
2 pA datasets, respectively, and reveal an asymptotic trend for the FWHM with VRF.

additional datasets taken with different stabilization parame-
ters and VRF, which are shown in Fig. S10 in the Supplemental
Material [30]. The error bars, which are often smaller than the
symbol size, emphasize the high precision of the ESR-STM
method [22], where g was determined with an error as small
as �g = 0.0011. Therefore, we can conclude that the scatter
in the values of g stems from a physical mechanism and not
from the precision of the measurement (see Sec. S9.5 in the
Supplemental Material [30]).

We note that there are several mechanisms that lead to a
variation in the reported g tensor. In addition to systematic
variations resulting from the measurements, we observe a
variation in the g tensor based on the given tip as well as
for a given molecule. Not all molecules were measured in
both measurement modes, nor were all molecules measured in
both field directions with the same tip, leading to an apparent
difference in the g-factor value in the y direction for the two
different modes. We observe no variation in the precision
between the two measurement modes in the z direction, where
more statistics were measured.

The strong g-tensor anisotropy can result from a variety
of phenomena. We can rule out the presence of a Jahn-Teller
distortion, which would be accompanied by a crystal field
splitting that is absent down to 382 MHz. This corresponds
to an upper bound for a possible zero-field splitting of only
1.58μeV, an energy precision inaccessible by other meth-
ods like inelastic scanning tunnelling spectroscopy (ISTS).
Complementary ISTS experiments without applied VRF and

a non-spin-polarized tip confirmed the measured g-tensor
anisotropy seen in ESR (g‖,ISTS = 1.84 ± 0.01; g⊥,ISTS =
0.50 ± 0.01; Fig. S14 in the Supplemental Material [30]). As
we also illustrate later, TiH experiences a strong potential
barrier with nearly cylindrical symmetry, which rules out a
multiwell potential and a dynamic Jahn-Teller description.
Due to the lower temperature of our present setup, compared
with previous studies [22,24], the spin- 1

2 ground state may
enter a Kondo screening regime below a critical temperature.
However, the magnetization of a spin- 1

2 Kondo impurity ex-
hibits a nonlinearity at energy scales below or near TK [35],
and we observe strictly linear behavior up to 21 GHz. These
trends, including the g-tensor anisotropy, persist at elevated
temperature up to 1.1 K (see Sec. S6 in the Supplemental
Material [30]). Likewise, we observe no signature of a Kondo
resonance in STS (Fig. S3 in the Supplemental Material [30]).
Therefore, we conclude that the g-tensor anisotropy concomi-
tant with the lack of any nonlinear trend or zero-field splitting
is a direct result of the 2� molecular ground state, demonstrat-
ing the sizable orbital angular momentum of the molecule.

D. Linewidth analysis

In addition to the anisotropic g tensor of the molecule, we
also observe a finite linewidth of a given resonance with an
intrinsic linewidth comparable with that measured up to 50
times higher in temperature [19,22,24,36,37]. In Fig. 3(c), we
illustrate the power dependence of one TiH molecule mea-
sured in f -sweep mode for different currents. We measured
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FIG. 4. Modeling the g tensor, the molecular geometry, and the hindered rotations. (a) Illustrations indicating the structural degrees of
freedom of the TiH molecule: (i) bonding distance between Ti and O (d) or Ti and H (R), (ii) zero-point motion of H, and (iii) excited rotational
mode. (b) Calculated in-plane (blue) and out-of-plane (red) g factors of the TiH without (solid lines) or with (dashed lines) rotational dynamics.
The g tensor is highly sensitive to the adsorption height of the molecule. At d = 2.42 Å, the minimum found in quantum chemistry (QC)
calculations [Fig. 1(a)], the experimentally observed anisotropic g tensor can very well be reproduced. The inset shows the small variations in
g for changes of R. (c) Calculated potential wells (solid lines) for both 2� orbital states and densities ρ (dashed lines) of the wave functions
for the corresponding equidistant energy levels as a function of inclination angle θ . Both are reminiscent of an anharmonic two-dimensional
quantum oscillator, where an amplitude of ≈15◦ can be deduced for the zero-point motion of the hydrogen.

and subsequently fitted the extracted widths (top graph) and
the intensities (bottom graph) of the resonance peaks for VRF

ranging from 8 to 28 mV, like the reports in Refs. [22,36]. We
observed an asymptotic trend toward a resonance linewidth of
≈ 6 MHz for It = 1 pA, which compares with the ≈3.5 MHz
reported for the same settings at higher temperature [22].
The resonance linewidth is broadened, e.g., by scattering
with electrons, variations in magnetic field or VRF, and vari-
ations of the Rabi frequency caused by mechanical motion
of the tip relative to the sample [24,38]. It has been shown
that the linewidth can be strongly increased with increasing
applied power [38,39]. Our experimental findings indicate
that the likely broadening mechanisms are temperature in-
dependent in the measured temperature range. This rules out
other temperature-dependent broadening mechanisms such as
substrate electron scattering and spin-orbit coupling. It also
suggests that the hyperfine coupling from the hydrogen nu-
clear moment or another degree of freedom may play a role in
determining the saturated linewidth for the molecule.

E. Theoretical model of the structure and excitations

Having established that the electronic state of the TiH
molecule on the surface has 2� symmetry, we present the
model used to calculate the g tensor. We first discuss the
free molecule, then introduce the effect of the crystal sur-
face assuming the TiH molecule is vertical on the surface,
and finally consider the effect of angular motion of the

molecule [Fig. 4(a)] on the g factors. We present results
for a simple point-charge model of the surface, as well as
embedded-cluster calculations on the complete-active-space
multiconfigurational self-consistent-field (CASSCF) level and
the internally contracted multireference configuration inter-
action (MRCI) level, which we did with the Molpro QC
code [40].

For the free molecule, the spin S = 1
2 Hund’s case (a)

wave functions are |�, �〉, where � = ±2 and � = ± 1
2 are

the orbital and spin angular momentum projection quantum
numbers. The spin-orbit coupling for these wave functions is
given by ASO��, and since the spin-orbit coupling constant
ASO is positive, � and � have opposite signs in the lower
fine-structure state, and � = � + � = ± 3

2 , while the upper
state has � = ± 5

2 . In the field-free case, the states |�,�〉 and
| − �,−�〉 are degenerate. Since spin-orbit coupling as well
as the potential that describes the interaction with the surface
commute with the time-reversal operator, it is convenient to
use a time-reversal symmetry adapted basis


±(�,�) = 1√
2
{|�,�〉±| − �,−�〉}. (1)

The two-dimensional basis {
+(2,−1/2), 
−(2,−1/2)} de-
scribes the doubly degenerate lower fine-structure state. The
degeneracy is lifted by the interaction with the magnetic field,
which is described by the Zeeman Hamiltonian in atomic units

ĤZeeman = μB(L̂ + geŜ) · B, (2)
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where L̂ and Ŝ are the orbital and spin angular momentum
vector operators, ge ≈ 2.0023 is the electron spin g factor, μB

is the Bohr magneton (μB = 1
2 in atomic units), and B is the

magnetic field. A g factor is related to the derivative of the
energy splitting with respect to the strength of the magnetic
field B ≡ |B|, and must be divided by μB. When the field
is perpendicular to the surface, the degeneracy is lifted by
the z components of the angular momentum operators, which
couple the two basis functions, and we find, for � = 2 and
� = − 1

2 ,

g⊥ = 2|〈
−(�,�)|L̂z + geŜz|
+(�,�)〉| (3)

= 2(� + ge�) = 4 − ge ≈ 2. (4)

When the field is parallel to the surface, the Ŝx operator in
the Zeeman Hamiltonian couples the lower and upper fine-
structure states

Ŝx
±(�,�) = ± 1
2
±(�,−�), (5)

but this coupling is second order, and because it is the same for
both time-reversal symmetries, the field does not lift the de-
generacy of the lower state, and so g‖ = 0. However, there will
be first-order coupling when we consider the fine-structure
states mixed by the crystal field.

The effect of the crystal potential V̂S is to break the (C∞v )
cylinder symmetry of the TiH molecule and lift the degener-
acy of the �x2−y2 and �xy components of the 2� state. With
the TiH molecule vertically on top of an O ion, the system
has fourfold symmetry, but we will use the Abelian symmetry
group C2v , for which the �x2−y2 and �xy states are of A1 and
A2 symmetry, respectively. The energies of the states are given
by

V1 = 〈�x2−y2 |V̂S|�x2−y2〉, (6)

V2 = 〈�xy|V̂S|�xy〉, (7)

and the off-diagonal element is zero by symmetry. The L̂z

orbital angular momentum eigenstates are related to the real
functions through

|� = ±2〉 = 1√
2

(�x2−y2 ± i�xy), (8)

so we find that the crystal field quenches the orbital angular
momentum by coupling the � = 2 and � = −2 states,

〈� = ±2|V̂S|� = ∓2〉 = V1 − V2

2
≡ Vc

2
. (9)

Just like the spin-orbit coupling, the crystal field cannot
couple states with different time-reversal symmetry

〈
+(�1, �1)|V̂S|
−(�2, �2)〉 = 0, (10)

but it will couple the fine-structure states with � = 3
2 and

� = 5
2 ,

〈

±

(
2,−1

2

)∣∣∣∣V̂S

∣∣∣∣
±

(
2,

1

2

)〉
= ±Vc

2
. (11)

Thus, in the presence of both spin-orbit coupling and the
crystal field, the wave functions are found variationally by
diagonalizing a 2 × 2 Hamiltonian matrix

H± =
(−ASO ±Vc

2
±Vc

2 ASO

)
. (12)

The ground state is still doubly degenerate, and the g fac-
tors are found in closed form by computing how the magnetic
field lifts this degeneracy, as for the free molecule. The eigen-
vectors of the Hamiltonian matrix only depend on the ratio of
the diagonal and off-diagonal elements

r ≡
∣∣∣ Vc

2ASO

∣∣∣, (13)

and so the g factors are functions of the ratio r. In the Supple-
mental Material (Sec. S9.3) [30], we show that

g‖ = ge
r√

1 + r2
, (14)

g⊥ =
∣∣∣∣ge − 4√

1 + r2

∣∣∣∣. (15)

Both the crystal field coupling Vc and the spin-orbit cou-
pling depend on the height of the TiH above the surface.
While the spin-orbit coupling varies only slightly from the
gas phase to the equilibrium height, the crystal-field split-
ting obviously starts at zero in the gas phase, but increases
exponentially near the surface [41]. As a result, not only
the coupling which arises from the breaking of the cylinder
symmetry must be known, but also the forces that deter-
mine the height of the molecule above the surface must be
computed.

1. Electrostatic approximation

We first consider a point charge model for the crystal-field
splitting. In Fig. 4(b), we show how g‖ and g⊥ depend on
the height above the surface. For g⊥, we left out the absolute
value from Eq. (15) so it is easier to distinguish the strong
coupling regime where r > 1 and the weak coupling where
r < 1. In the figure, the dashed line indicates the height above
the surface as calculated at the DFT + U level, and we see
that the g factors at that distance are in good agreement with
experiment.

We computed the electrostatic crystal field splitting in an
MRCI calculation where we included a 21 × 21 × 2 grid of
point charges to represent the crystal. In these calculations,
we also included the O ion right below the TiH and the Mg
ion in the second layer of the crystal below the central O
ion to account for the Pauli repulsion. These results are well
converged with respect to the number of point charges. The
adsorption height at this level of theory is 2.42 Å, close to
the DFT + U value. Furthermore, we found that, if we set the
point charges to (+1.7,−1.7) rather than the formal (+2,−2),
the crystal field is reduced, but at the same time the adsorption
height becomes smaller, and the effect on the g tensor is small
(see Sec. S9.5.6 in the Supplemental Material [30]).

In our model, both g‖ and g⊥ are determined by a single
parameter, the interaction ratio r [Eq. (13)]. In Fig. 5, we
show the curve of possible combinations of g‖ and g⊥ within
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FIG. 5. Relation between g‖ and g⊥ for the 2� state. The
curve represents the one-dimensional space in the theoretical model,
parametrized by the ratio between the energy splitting and spin-orbit
coupling. Results from the electrostatic model and embedded clus-
ter calculations are represented by dots, together with experimental
results given in gray with error bars. We note that the black and red
dots nearly overlap.

this model. This figure also shows the experimental values for
the g tensor and the error bars, which are near the curve of
possible model results.

2. Second-order effects

It is straightforward to extend the model to include other
low-lying states such as the 2� and 4� states. These states are
coupled to the 2� state through spin-orbit coupling, giving
rise to second-order spin-orbit effects. This introduces the
energy separation and the spin-orbit coupling between the
states as extra parameters, so Eqs. (14) and (15) no longer
hold and so the results are no longer restricted to the curve
in Fig. 5. However, since these low-lying states are not well
described by single excitations of the 2� state, the couplings
are most likely smaller than the coupling within the states.
Some crude estimates suggest that the second-order spin-orbit

FIG. 6. Potential energy curves of the 2� state as a func-
tion of the height above the surface in various embedded cluster
calculations.

FIG. 7. Energy splitting and spin-orbit coupling constant of the
2� state as a function of the height above the surface in various
embedded cluster calculations.

effects are very small, so we do not consider them further. In
principle, the crystal field can couple the 2� state to neigh-
boring doublet states, but because of the fourfold symmetry,
coupling between � = 2 and � = 1 or 3 only occurs in high
order, so we also ignore these second-order effects.

3. Embedded cluster calculations

To investigate the effect of going beyond the point-charge
model for the crystal field splitting and the adsorption height,
we performed a series of embedded cluster calculations, with
four different clusters, up to Mg9O9, a 3 × 3 × 2 cluster of
ions. In these calculations, point charges were added again to
extend the clusters to 21 × 21 × 2. Convergence with respect
to the one-electron basis set and with respect to the treatment
of electron correlation was studied. Details of these calcula-
tions and their results are given in Appendix B, Figs. 6–8 and
Table I. The conclusion is that increasing the size of the clus-
ter, using a larger one-electron basis, and treating the electron
correlation at a higher level, all tend to get the result closer

FIG. 8. g factors of the 2� state as a function of the height above
the surface in the electrostatic model and using various embedded
cluster calculations. Dotted vertical lines denote the optimal height
above the surface in that method.
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TABLE I. Convergence of embedded cluster calculations of g
factors of TiH on MgO. Here, d denotes the height of the molecule
above the surface, De the dissociation energy, and Vc the energy
splitting of the 2� states. ASO = 110.05 cm−1 was used here. The
experimental values are g‖ = 1.67 ± 0.16 and g⊥ = 0.61 ± 0.09.

cc-pVDZ cc-pVTZ

Cluster CASSCF CASSCF MRCI MRCI + Q

MgO
d (Å) 2.39 2.40 2.37 2.36
De (eV) −3.99 −3.16 −3.72 −3.84
Vc (cm−1) 464.41 470.85 565.47 602.48
g‖ 1.81 1.81 1.87 1.88
g⊥ 0.29 0.31 0.55 0.63

Mg5O
d (Å) 2.61 2.60 2.56 2.56
De (eV) −1.43 −1.36 −1.69 −1.75
Vc (cm−1) 344.59 374.57 462.25 490.40
g‖ 1.69 1.73 1.81 1.83
g⊥ −0.15 0.02 0.28 0.36

Mg5O5

d (Å) 2.60
De (eV) −1.66
Vc (cm−1) 355.78
g‖ 1.70
g⊥ −0.10

Mg9O9

d (Å) 2.59 2.58 2.61 2.62
De (eV) −1.68 −1.60 −1.00 −0.93
Vc (cm−1) 485.24 521.18 543.95 555.96
g‖ 1.82 1.85 1.86 1.86
g⊥ 0.35 0.45 0.50 0.53

to the experimental value. Our best embedded cluster results
give g‖ = 1.85 and g⊥ = 0.48. This is surprisingly close to
experiment and to the much simpler electrostatic calculations.
We note that we verified that the 2� state is the ground state
at the equilibrium adsorption height in the embedded cluster
calculations.

4. Spin-orbit coupling

The spin-orbit coupling constant of the 2� state of TiH
in the gas phase is about 119 cm−1 when calculated at the
full-valence CASSCF level in a aug-cc-pVTZ basis, using
the full Breit-Pauli Hamiltonian as implemented in Molpro.
In embedded cluster calculations at the same level of theory,
with the TiH 5 Å above the surface, we get almost the same
result. At the equilibrium height (≈2.6 Å) for the Mg9O9

cluster (extended with point charges), we find the slightly
smaller value of 116 cm−1 at the CASSCF level of theory.
When we improve the description of the electron correlation
by computing the spin-orbit coupling at the MRCI level, using
the full-valence active space of the CASSCF calculation as
reference space, we find that the gas phase value becomes
quite a bit smaller 110.17 cm−1 compared with 119 cm−1 at
the CASSCF level. In the embedded cluster calculations, we
also find that the spin-orbit coupling is smaller at the MRCI

level, but only by about 2 cm−1. The most likely explanation
for this is that, because of the larger numbers of electrons
and orbitals in the embedded cluster calculations, we can-
not include all the orbitals located on TiH that we included
in the gas phase calculation. Hence, our best estimate for
the spin-orbit coupling constant at the equilibrium adsorption
height is 107 cm−1, about 3 cm−1 below the gas phase MRCI
value. The results in the figures and tables were obtained
using the gas phase value. If we use our best estimate for the
spin-orbit coupling from our most accurate embedded cluster
calculation, we find g‖ = 1.87 and g⊥ = 0.56, even closer to
the experimental values.

5. Dynamic model

With TiH in the 2� state, the Ti atom is slightly positive
and the H atom slightly negative. Since the TiH is on top of
the negative O ion, the equilibrium position is vertical in the
electrostatic approximation. Still, there is always zero-point
energy resulting in angular motion. This motion lowers the
symmetry, which makes ab initio calculations harder. More
importantly, since the two electronic states are nearly degener-
ate, angular motion will give rise to strong, possibly singular,
nonadiabatic coupling. In Sec. S9 in the Supplemental Ma-
terial [30], we present an electrostatic model to construct
diabatic electronic states that allow us to compute the coupled
electronic-nuclear motion. The results of the static calcula-
tions at the vertical geometry suggest that the electrostatics
capture much of the physics of the system. In Fig. 4(c), we
plot the angular potential and the inclination angle-dependent
probability densities. The main conclusion is that the zero-
point motion only has a small effect on the g tensor.

As the potential is nearly cylindrically symmetric, the
hindered rotations are only weakly affected by the fourfold
symmetry of the underlying MgO (see Fig. S20 in the Supple-
mental Material [30]). We therefore considered the probability
density ρ as a function of the polar angle θ for azimuthal
angle ϕ = 0◦, where the latter is defined to be toward one
of the surrounding Mg atoms (or one of its fourfold sym-
metric equivalents). The perturbed 2� state is defined by
two electronic states correlating with the two components of
the 2� state that are separated by an energy of ∼70 meV.
This suggests that the step observed in STS (Fig. S3 in the
Supplemental Material, [19,20,22,30]) around ±90 mV may
represent orbital excitation. As these excitations show vari-
ations in the presence of a magnetic tip but weak changes
in magnetic field, we attribute these excitations to orbital
excitations linked through spin-orbit coupling.

The low-energy-hindered rotational modes of TiH are
well described by a two-dimensional quantum oscillator
[Fig. 4(c)]. The lowest rotational level is ∼35 meV above the
bottom of the potential well. This is rather large compared
with the rotational constant of TiH of 674μeV. Considering
the steep potential energy barrier and its near cylindrical sym-
metry, we can rule out a multiwell potential and any tunneling
of hydrogen related to the dynamic Jahn-Teller effect. The
classical turning point of the lowest level at ≈15◦ from the
azimuth reflects the magnitude of the zero-point motion and
the delocalization of the hydrogen wavefunction. We note that
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the g tensor is insensitive to small perturbations of the internal
Ti-H bond length [�g ≈ 0.005 for �R = 2 pm, see Fig. 4(b)
inset]. The potential resembles an anharmonic quantum oscil-
lator, which is also signified by the uneven energy spacing
of the low-lying states. As the excitation of the quantum
oscillation and the orbital excitation will lead to a spatial
variance of hydrogen, this most likely will lead to fluctuations
of the spin polarization measured directly above the molecule
with the STM probe. These points may need to be considered
in measurements of the coherent properties of TiH on MgO
based on pulsed ESR [24], which hitherto was reduced to a
two-state system.

III. CONCLUSIONS

In conclusion, utilizing a millikelvin ESR-STM together
with quantum modeling, based on QC and DFT, we quanti-
fied the interplay between the fine structure, geometry, and
hindered rotations of an individual TiH molecule with un-
precedented precision. Our measurements are exemplified by
the striking observation of a giant anisotropy in the g ten-
sor concurrent with a doublet ground state. Adopting QC
calculations to account for electron correlation within the
molecule and the effect of the surface, we demonstrated that
the electronic ground state of TiH is modified near the surface
and that this electronic ground state hosts a sizeable orbital
angular momentum. TiH at the surface of MgO provides a
clear example of a system, which cannot qualitatively or quan-
titatively be described by mean-field approaches and where
correlation effects play a crucial role. Our calculations show
that DFT strongly overestimates the splitting of the d states
compared with the QC calculations. This finding is relevant in
understanding the ESR mechanism for the TiH molecule [31].
From detailed embedded cluster calculations, we reproduced
the observed anisotropic g tensor, which is highly sensitive
to the height of the molecule above the surface. With this
model, we also quantified the hindered rotational modes of
the molecule and the orbital excitations of the molecule on
the surface, which exhibit signatures like previous exper-
imental observations. The combination of experiment and
theory here provides an extremely powerful method to map
out the fine structure of the molecule and relates it to the
molecular geometry, going beyond what conventional SPM
methods can provide. Moreover, the development of QC cal-
culations for these classes of experiments provides a more
accurate way of handling the electronic behavior and cor-
relations of small molecules on surfaces as well as their
resultant structural dynamics. In future experiments, it will
be interesting to probe how the g tensor is modified by
varying the adsorption site (e.g., bridge site) as well as by
varying the insulator. Likewise, there are many questions
raised concerning the ESR mechanism, utilizing a stable mag-
netic probe, such as the role of a noncollinear magnetization
and spin pumping in the measured signal. In parallel, the
observation of low frequency bands with millikelvin ESR-
STM signal demonstrates the exquisite energy resolution of
millikelvin-based STM. This development opens possibili-
ties to explore spin coherence in quantum states of matter,
as well as the response of superconducting materials to RF
fields [42,43].
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APPENDIX A: MATERIALS AND METHODS

1. Experimental setup

Experiments were performed in a home-built ultra-high
vacuum (UHV)-STM system, which was upgraded for ESR
measurements [33]. If not stated otherwise, the base temper-
ature for all experiments was 30 mK � Tbase � 55 mK. The
system houses a vector magnetic field with maximal out-of-
plane value of 9 T and a maximal in-plane value of 4 T.
The field was swept while the STM tip was in tunneling
contact. The in-plane magnetic field direction was oriented
23.8° with respect to the oxygen rows of the MgO surface.
Electrochemically etched Cr bulk tips with a diameter of 0.5
mm were used. Tips were in situ cleaned by field emission
before experiments. Additional Fe atoms were picked up to
enhance spin-contrast.

The direct current (dc) bias voltage VDC was applied
to the tip, and the sample was virtually grounded, unlike
in previous publications, e.g., Ref. [32], where VDC was
applied to the sample. STS (dI/dV) was recorded via a
lock-in technique with the feedback loop opened after ap-
plying stabilization parameters VDC and tunneling current It .
A modulation voltage Vmod root mean square (RMS) was
added to VDC with modulation frequency fmod = 809 Hz. For
the ESR experiments, a RF voltage was generated with an
analog microwave signal generator (Keysight N5183B) and
added to VDC with a bias-tee at frequencies fRF ranging from
megahertz to gigahertz. Here, P̃RF and ṼRF denote the output
power or voltage at the generator, and VRF represents the RF
voltage at the junction. Also, VRF is given as the zero-to-
peak value throughout this paper. To measure a current-signal
compatible with the bandwidth of the preamplifier (≈1 kHz),
we used a well-established chopping scheme (15) at fchop =
877 Hz. The difference of the spin-polarized current �IESR is
measured with a lock-in amplifier to optimize the signal-to-
noise ratio.

2. Sample preparation

Samples were prepared in situ with a base pressure of p ≈
10−10 mbar. Ag(100) was cleaned by repeated cycles of Ar+

sputtering (pAr ≈ 2 × 10−5 mbar, VHV = 1.5 kV) and anneal-
ing (T ≈ 570 ◦C). MgO was grown on Ag(100) by depositing

155405-10



QUANTIFYING THE INTERPLAY BETWEEN FINE … PHYSICAL REVIEW B 103, 155405 (2021)

Mg from an effusion cell at Tsample ≈ 380 ◦C for 5 min in an
oxygen atmosphere of pO2 ≈ 3 × 10−7 mbar. Fe and Ti atoms
were codeposited onto the cold surface (<80 K) after MgO
preparation.

APPENDIX B: EMBEDDED CLUSTER CALCULATIONS

We compute the g factors for TiH interacting with em-
bedded clusters of four different sizes. The smallest cluster
MgO consists of the O ion to which the TiH is attached and
the Mg ion right below it. The second cluster Mg5O has
four additional Mg ions, which are the four xy plane near-
est neighbors of the central O ion. The third cluster Mg5O5

also includes O ions below these four additional Mg ions.
The largest cluster Mg9O9 consists of 3 × 3 × 2 ions, i.e.,
it has four additional O ions on the surface, with Mg ions
below them. In all cases, the central O ion is moved up by
0.48 Å, and the Mg ion just below is moved down by 0.2 Å
compared with the other ions in the second layer. All these
clusters were extended with (2+, 2−) point charges to create a
21 × 21 × 2 cluster. The TiH is perpendicular to the surface
in these calculations, and the TiH bond distance is taken to be
1.773 Å. The distance of the center of mass of TiH to the top
layer of the crystal (d) was varied from 2.38 to 5.29 Å (on a
grid with steps of 0.1 a0 between 4.5 and 5.5 a0 and additional
points at d = 5.75, 6, 6.5, 7, 8, 9, and 10 a0).

All calculations were done with the Molpro 2015 QC
program [40]. Molecular orbitals were calculated at the
CASSCF level, with either the cc-pVDZ or cc-pVTZ
correlation-consistent polarized-valence one-electron basis
sets of double-zeta or triple-zeta quality. The calculations
were done in C2v point group symmetry. In all calculations, the
active space consists of seven molecular orbitals and contains
five electrons, corresponding to the valence orbitals and elec-

trons of TiH. In C2v symmetry, this gives four orbitals of A1

symmetry and an additional orbital in each of the remaining
irreps (B1, B2, and A2), which we denote as [4,1,1,1]. The
two electronic states correlating with the two components of
the 2� state have symmetries A1 and A2. We note that, if
the LATTICE keyword of Molpro 2015 is used to add point
charges, it is not possible to use symmetry. However, with the
MATROP matrix operation facility of Molpro, it is possible
to add Coulomb operators to the one-electron Hamiltonian,
while still using symmetry.

To generate the initial orbital guess, we first calculated the
molecular orbitals of the crystal and those of TiH separately.
The TiH orbitals were calculated using the LQUANT,2 option
of the CASSCF program to effectively use C∞v symmetry and
force � = 2, i.e., select the 2� state. The Molpro MERGE
option was used to generate the orbital guess of the cluster by
combining molecular orbitals of TiH with molecular orbitals
of the cluster. The initial guess of the molecular orbitals of
the crystal was obtained by merging orbitals of the O2− and
Mg2+ sublattices. This somewhat elaborate procedure guar-
antees convergence to the proper states and avoids artificial
symmetry breaking and other convergence issues.

To investigate the effect of dynamic correlation, we per-
formed internally contracted MRCI calculations with single
and double excitations. The active space of the CASSCF cal-
culations was used as reference space. A total of 13 electrons
were correlated, with single and double excitations from four
core orbitals, two A1, one B1, and one of B2 symmetry. The
effect of higher excitations was estimated with the Pople size-
consistency correction (MRCI + Q).

The computation of the g factors requires matrix elements
of the orbital angular momentum operator L̂z between the two
electronic states correlating with the 2� state and also the
spin-orbit interaction between these states.
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