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The two-dimensional transition-metal dichalcogenide 17-TaS, is a complex material standing out for its
puzzling low temperature phase marked by signatures amenable to both Mott-insulating and charge-density
wave states. Electronic Mott states, coupled to a lattice, respond to coherent optical excitations via a modulation
of the lower (valence) Hubbard band. Such dynamics is driven by strong electron-phonon coupling and typically
lasts for tens of picoseconds, mimicking coherent structural distortions. Instead, the response occurring at the
much faster timescale, mainly dominated by electronic many-body effects, is still a matter of intense research.
By performing time- and angle-resolved photoemission spectroscopy, we investigated the photoinduced phase
of 17-TaS, and found out that its lower Hubbard band promptly reacts to coherent optical excitations by shifting
its binding energy towards a slightly larger value. This process lasts for a time comparable to the optical pump
pulse length, mirroring a transient change of the onsite Coulomb repulsion energy (U). Such an observation
suggests that the correction to the bare value of U, ascribed to the phonon-mediated screening which slightly
opposes the Hubbard repulsion, is lost within an interval of a few tens of femtoseconds and can be understood
as a fingerprint of electronic states largely decoupled from the lattice. Additionally, these results enforce the
hypothesis, envisaged in the current literature, that the transient photoinduced states belong to a sort of crossover

phase instead of an equilibrium metallic one.
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I. INTRODUCTION

Disclosing the phase diagram of complex materials is
pivotal for both fundamental material science and technol-
ogy because of the high demand for a new generation of
devices. Time-resolved spectroscopies have the chance to
provide new insights on the physical processes responsible
for switching collective phases as colossal magnetoresis-
tance, high temperature superconductivity (HTSC), spin- and
charge-density waves (SDW/CDW), as well as Mott insulat-
ing states [1,2]. Spectroscopies employing femtosecond (fs)
laser pulses can capture the dynamics of many-body effects, as
electron-electron correlations and/or strong electron-phonon
coupling, responsible for driving band structure instabili-
ties [3]. Among several experimental techniques, time- and
angle-resolved photoemission spectroscopy (tr-ARPES) is an
ideal tool to face this challenge since it can reveal the
dynamics of the single-particle spectral function at ultra-
fast timescales. Indeed, tr-ARPES recently paved the way
towards a deeper understanding of the Mott and Peierls in-
stabilities affecting complex materials, which are conjectured
to subtly drive to HTSC, CDW, and other puzzling col-
lective phases [4]. Notably, tr-ARPES experimental layouts
combining coherent optical excitations and extreme ultravi-
olet (EUV) probes, produced via the nonlinear high-order
harmonic generation processes (HHG), have the chance to
disclose how the Mott and Peierls instabilities develop in
the temporal (=100 fs) and momentum (in the entire first
Brillouin zone) domains. This approach aims to investigate
the timescale where electronic many-body effects cannot be
overlooked [5].
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In this paper, we report on the ultrafast dynamics of the
two-dimensional transition-metal dichalcogenide 17-TaS,,
investigated by means of tr-ARPES. We used a near-infrared
(NIR) optical laser pulse to initiate a transient photoinduced
phase transition and an EUV probe pulse to snapshot the
sample’s band structure evolution near the I" point. The probe
pulses were produced via HHG in noble gas (Ar). The sample
was kept at a temperature of 30 K. Indeed, the 17-TaS, low
temperature phase is marked by a puzzling interplay between
Mott-insulating and CDW states [6,7]. Our data reveal that the
switch of the photoinduced phase is accompanied by a subtle
response of the lower Hubbard band (LHB), which promptly
reacts to the NIR pulse by shifting its binding energy towards
a slightly larger value (by ~50 meV). Such a feature lasts for a
time comparable to the optical pump pulse length (=35 fs) and
mirrors a transient change of the onsite Coulomb repulsion
energy (U). These data suggest that the correction to the
bare value of U, arising from the phonon-mediated screening
which slightly opposes to the electron-electron Hubbard re-
pulsion, is lost for at least a few tens of fs. Such an observation
can be understood as a fingerprint of electronic states largely
decoupled from the lattice.

II. SAMPLE

The high-temperature structure of the 17-TaS; is sketched
in Fig. 1(a). Specifically, it exhibits a trigonal crystal
system consisting of S-Ta-S layers. The Mottness and
the CDW phase are commonly ascribed to interlayers
bonding effects, electron-electron correlations, and strong
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FIG. 1. Sketches of: (a) the 17-TaS, high-temperature undis-
torted octahedral structure; (b) the David-star cluster accompanying
the c-CDW phase; (c) the 17-TaS, low-temperature band structure
near the I' point. LHB and UHB identify the lower and the upper
Hubbard bands, respectively. The gray arrow marks the ~400 meV
energy splitting, while the dashed gray line identifies the Fermi
level (er).

electron-phonon coupling [8,9]. Indeed, while at a tempera-
ture exceeding 542 K the 17-TaS, is metallic and exhibits
an undistorted octahedral coordination, once cooled down
to this (first) critical temperature it moves into a structural
distorted state. Specifically, it develops an incommensurate
charge-density wave phase (i-CDW). The latter approaches a
perfect commensurate (c-CDW) state only below the (second)
critical temperature of 180 K, marked by a rich phononic
spectrum dominated by the (amplitude) mode centered at
~2.4 THz [10,11]. The c-CDW phase is accompanied by the
appearance of David-star clusters made of 13 Ta atoms, each
of them holding a d' valence state [see Fig. 1(b)]. Near the
I" point the electrons are rearranged into three different 5d
bands, two of them filled and the third one partially occupied
by the 13th (spare) electron. Such a feature is localized at
a binding energy of ~—200 meV and identified to be the
LHB [6]. Therefore, a gap in the range of ~200 meV marks
the Mott-insulating state, with an energy splitting between
the LHB and its specular conduction band, i.e., the upper
Hubbard band (UHB), of ~400 meV [see Fig. 1(c)]. The
1T-TaS; phase diagram was extensively studied via equilib-
rium spectroscopies, but only thanks to the advent of table-top
coherent light sources was it possible to disclose photoin-
duced phases and novel hidden states of matter [12,13].
Tr-ARPES experiments report an upper limit for the switch
of the photoinduced phase in the order of less than ~100 fs.
Moreover, the exact processes involved in the excitation of
the electronic Mott states and the subsequent emergence of
the CDW phase are still matter of intense research [12,14].
Furthermore, it is envisaged in the current literature that the
transient photoinduced state of 17-TaS, cannot be exactly
compared to the equilibrium metallic one but rather belongs
to a sort of crossover phase. It is marked by signatures
amenable to both the high (metallic) and low (insulating) tem-
perature phases [7,15]. Our study concentrated on these open
issues.

III. EXPERIMENTAL LAYOUT

The experiment was performed at the CITIUS light source
[16]. CITIUS is equipped with a Ti:Sapphire laser source

(Legend Elite Duo from Coherent Inc.) operating at a repe-
tition rate of 5 KHz and delivering NIR pulses characterized
by a central wavelength of 805 nm and a temporal dura-
tion of ~35 fs. A large portion of this NIR beam is used
to seed a HHG source, designed to deliver a frequency
comb covering photon energies between ~12 eV and ~70 eV
[17]. This comb propagates up to an off-plane geometry
monochromator holding a multiple EUV gratings selection.
It is purposely designed to both efficiently diffract a single
harmonic order and to limit the temporal stretching experi-
enced by the EUV pulse, i.e., to keep the overall temporal
resolution uniquely limited by the NIR pulse length [16,18].
For our purposes, the monochromator was operating a grat-
ing with 400 grooves/mm to efficiently diffract probe pulses
centered at a photon energy of 21.6 eV, i.e., the 13th har-
monic of the fundamental NIR emission. The exit slit was
kept closed enough to guarantee a bandwidth of ~100 meV
and a temporal resolution of ~30 fs. The EUV probe and
the NIR pump were refocused in the tr-ARPES chamber by
means of an Au-coated toroidal mirror (f = 1200 mm) and
an optical lens (f = 1500 mm), respectively. The tr-ARPES
chamber is equipped with a 5-axis manipulator, a liquid He
closed circuit cryostat designed to cool samples down to 11 K,
and an hemispherical analyzer (R3000 from VG Scientia)
characterized by an intrinsic energy resolution in the range
of ~20 meV [16]. The 17-TaS, samples, provided by HQ
graphene, were cleaved in situ in ultrahigh vacuum conditions
(less than 5 x 107'° mbar). X-rays photoemission spectro-
scopies (XPS) and band structure reconstruction, between the
I' point and the M one, were performed to both check the
samples stoichiometric goodness and the correct exfoliation
procedure. The optical pump fluence was set at a value of
~2.5 mJ/cm?, corresponding to NIR pulses carrying an en-
ergy of ~1.6 uJ (per pulse) focused on a ~300 (FWHM)
m spot.

IV. RESULTS AND DISCUSSION

The time trace of Fig. 2(a) refers to the 17-TaS, band
structure evolution, captured (near the I" point) as a function
of the pump-probe delay (Atr). The main feature, localized
at a binding energy (Erpgg) of ~—200 meV, is identified to
be the LHB. E; g is defined to be the distance between the
maximum spectral weight (SW) and the Fermi level (ef).
The time trace is built by integrating the tr-ARPES signal in
the (momentum) domain between —0.3 A~! and +0.3 A~!
and by removing a constant background from every energy-
distribution curve (EDC) to highlight the spectral features
nearby €p. At a first look, the time trace is characterized by a
prompt SW transfer across €y, occurring at the coincident ar-
rival time of the NIR pulse and the EUV probe (Ar = 0 fs) and
marking the 17 -TaS, photoinduced phase. The Mott-Hubbard
phase is recovered within a few hundreds of fs and further
accompanied by a pronounced £y yg modulation, matching the
c-CDW amplitude (A(é)) mode and mimicking the coherent
structural distortion [10,19]. These collective oscillations last
for a few tens of picoseconds and are further damped via
phonon-phonon scattering processes [7,15].

Figure 2(b) presents the early range of the EDCs dynamics,
captured between Ar = —25 fs and Ar = +100 fs, in steps of
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FIG. 2. (a) False colors representation of the LHB evolution as a function of the pump-probe delay, Az. These data are the result of an
interpolation process (for aesthetic reason only). We stress that the entire analysis is performed on raw data. The two vertical dashed lines mark
the positions of the EDCs presented in Fig. 3. (b) Early range of the EDCs dynamics acquired between At = —25 fs and Ar = 4100 fs, in
steps of 25 fs. The violet lines refer to pumped EDCs, while the black one is the unpumped one. The blue areas mark the SW loss, while the

red ones refer to the SW gain.

25 fs. Each snapshot compares the pumped EDC (violet trace)
to the unpumped one (black trace). The EDCs at At = —25fs
(a) exhibit qualitative identical traces, since the 17-TaS,
still lies into an equilibrium state. Instead, at Ar =0 fs
(b) there is a first evidence for SW loss in proximity of the
LHB maximum (blue area) accompanied by a subsequent
SW gain above € (red area). This suggests that the SW is
transferred from the LHB across € on a timescale faster than
our temporal resolution, resulting into a prompt filling of the
Mott gap (above €r). This is consistent to the current litera-
ture [15,20]. Even more interesting are the EDCs acquired at
At = 425 fs and At = 450 fs [(c)/(d)]. Indeed, while in the
first one we reveal a growth in terms of SW loss (c), in the
second snapshot it remains approximately constant (d). Only
at At = 475 fs (e) it is possible to find out a recovery in terms
of SW loss, which further drastically increases (f) at larger
(At = +100 fs) delays [10]. Therefore, we reveal a timescale
marked by a SW loss initiated by the coherent optical ex-
citation, which continuously grows up to Ar =450 fs.
Afterwards, the SW loss remains approximately constant
for a few more tens of fs, until after at Ar > +75 fs
it progressively increases back, mimicking the coherent
structural distortion. At this timescale we can expect that
the electrons start to recouple to the lattice. The spec-
tra in Fig. 3 offer a viewpoint on the coupling existing
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FIG. 3. Comparison between the unpumped (black line) and the
pumped EDCs, captured at Ar = +720 fs (blue line) and Ar =
+960 fs (red line).

between the electronic states and the lattice. The black
line refers to the unpumped EDC (At < 0 fs), while the
blue and the red ones correspond to At = 4720 fs and
At = 4960 fs, respectively. These EDCs match a c-CDW
phonon phase difference of ~ 7, so between a maximum
and a minimum of the Eyyg modulation, corresponding to an
average peak shift of ~130 meV.

By integrating and normalizing the tr-ARPES signal in
the (binding energies) domain between —100 meV and
—300 meV [see Fig. 4(a)] we get the LHB differential in-
tensity time trace, Al gp(t). Specifically, it is the result of
normalizing each time trace value to the equilibrium one
(average of the data at negative time delays). The normalized
array minus one gives the absolute differential signal. Its be-
havior is fitted by means of the function:

2

f)=¢ % @ (Ae 7T +Be = sin (U +¢). (1)

It follows from the convolution between a gaussian distri-
bution, modeling how Al yg(?) responds to the NIR pulse,
and a relaxation function carrying the information on the
recovering time of the Mott-Hubbard phase (1), the lattice
relaxation time (t;), as well as the magnitude (B) and the
frequency (2) of the c-CDW amplitude mode, accompanied
by an extra phase term (¢). The fitting parameters give a max-
imum depletion of 32%, a recovering time of 7, = 587.5 +
30.4 fs, an amplitude and a frequency for the lattice structural
response of B = 64.1 £ 0.8 meV and 2 = 2.39 £+ 0.04 THz,
respectively, plus an extra phase of ¢ = 4.8 £ 0.3 rad. The
electrons populating the LHB are promoted into conduction
bands localized (far) above €f, at binding energies larger than
+1 eV, due to the photon energy of our optical excitation
(1.54 eV). The transition between the LHB and the UHB is
suppressed since our experimental layout is not designed to
resonantly excite it. The UHB is so populated by electrons
initially located at binding energies ~—1.3 eV (S bands).

In addition to Al yg(t), we get the differential intensity
of the background excitation continuum, Al (?). It is built
by integrating and normalizing the tr-ARPES signal in the
(binding energies) domain between +400 meV and +1.2 eV
[see Fig. 4(b)]. Its relaxation decay time provides the knowl-
edge on the timescale of the electron-electron scattering in the
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FIG. 4. (a) Differential LHB intensity time trace (blue dots), Al ys(¢). (b) Differential background (bg) excitation continuum time trace
(blue dots), Al (t). (c) Binding-energy shift time trace (black dots), §Erugp(t). (d) Differential intensity integrated into a gap portion (blue
dots), Aly,(2). The red arrows are guides for the eyes to mark the prompt responses, while the blue ones indicate the first in-phase crests. The

red lines refer to the fit functions.

continuum and increases as the energy approaches €g. In our
case we set the lower integration limit at +400 meV instead
of er since at low energies the electronic response is largely
entangled with the coherent structural dynamics. Indeed, the
contribution nearby € could introduce a systematic overes-
timation of the overall relaxation decay time. Specifically,
Alng(?) is fitted by an exponential decay function, which
gives a relaxation decay time equal to T = 167.3 = 14.6 fs.
Nonetheless, we stress that this value is only a (lower) limit
for the overall relaxation decay time of the background con-
tinuum. The electron-electron scattering in the continuum
(nearby €r), that we do not consider for the reason mentioned
above, should increase the overall relaxation decay time, as
reported in the current literature [20]. Estimating this value is
fundamental to detach the timescale of the electron-electron
scattering processes taking place in the continuum from the
response involving correlated electronic Mott states.

The dynamics of the LHB energy shift, E;yg(¢), built
by extrapolating the binding energy positions corresponding
to each EDCs maximum, is shown in Fig. 4(c). Instead, the
time trace in Fig. 4(d) refers to the differential gap intensity
Alyp(t) obtained by integrating the tr-ARPES signal in the
(binding energies) domain enclosed between —100 meV and
+100 meV. Both 8 E g (f) and Al (1) exhibit a similar qual-
itative behavior since they promptly react to the NIR pulse
and reveal features within the first tens of fs. Indeed, § Ey gg (¥)
is marked by a prompt shift towards slightly higher (in mag-
nitude) binding energies, and Aly,,(¢) exhibits a negative
prompt signal (red arrows in Figs. 4(c) and 4(d)). These fea-
tures are both accompanied by a fast recovery and a (almost)
rigid oscillatory movement dominating the longer timescale.

These are fitted by means of the function:

2

s(t)=Ae F @e 1 +0(t —t,)Bsin (Q +¢).  (2)

It follows from the convolution between a gaussian dis-
tribution, modeling how they promptly respond to the NIR
pulse, and an exponential relaxation function, accounting for
any electronic dynamics taking place in the first tens of
fs. Instead, a sinusoidal function is used to reproduce the
c-CDW response at the longer timescale. Since the c-CDW
mode appears (at time #,,) only at the end of the electronic
response decay, it is formally implemented by means of the
product between the sinusoidal function and the Heaviside
one, 0(t — t,,).

For §E yg(?), the fitting parameters give us an electronic
response () of 37.2 & 11.7 fs, a decay (z1) of 21.1 £ 8.2 fs,
as well as a main frequency (€2) of 2.35 +0.05 THz and an
extra phase (¢) of —0.3 £ 0.1 rad. The prompt shift is —36 +
4 meV (A), the modulation amplitude is 41 & 5 meV (B), and
the c-CDW starting time (f,;,) is 185.2 & 24.4 fs. This means
that the amount of binding energy shift is so in the range of
few tens of meV, i.e., approximately one order of magnitude
less than U, estimated to be ~400 meV [20,21]. Instead for
Alyyp(2), the electronic response (t,) is 57.1 £13.7 fs, the
decay (t1) is 13.5 4= 4.7 fs, the main frequency (£2) is equal to
2.41 £0.01 THz, and the extra phase (¢) is —0.4 = 0.2 rad.
In this case, the shift is —94 £ 8 meV (A), the modulation
amplitude is 96 £ 5 meV (B), and the starting time (¢,;,) is
187.4 £ 19.2 fs. The main fitting parameters (responses, de-
cays, and the main frequencies) are displayed in Figs. 4(c) and
4(d), too.
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Since §Erup(f) and Algp () exhibit similar responses at
the fastest timescale (Ar < 100 fs), these features, marked by
the red arrow in Fig. 4(c) and 4(d) (as guide for the eyes), may
be ascribed to the same class of physical processes involving
electronic many-body effects. The gray vertical dashed lines
are guides for the eyes to mark the positions of #,,. However,
the proof that these features cannot be driven by any struc-
tural response can be inferred from the following observation.
Indeed, the first in-phase crest, marked by the blue arrow in
Figs. 4(c) and 4(d) (as guide for the eyes), appears at a time-
delay lon%er (At >~ 500 fs) than the intrinsic coherence period

of the Aﬁ, phonon (=420 fs). Different phonon modes as the

A(llg) (~2.15 THz) and Eg“) (~1.6 THz) cannot contribute,
too. Indeed, their intrinsic coherence periods are shorter (>~
460 fs) or longer (~620 fs) than the first in-phase crest
position [10,19].

We propose the following phenomenological scenario to
explain the §Epyg(¢) prompt response. Physical systems de-
veloping Mott-insulating phases exhibit a localization of the
half-filled band at a binding energy equal to —U /2 accompa-
nied by a gap opening at €z, where U is the (bare) Coulomb
repulsion energy [2]. It was pointed out by several authors that
the Mott-Hubbard scenario is incomplete to model complex
materials marked by electronic Mott states strongly coupled
to the lattice [22]. Precisely, U is predicted to be (partially) re-
duced by the strong electron-phonon coupling itself, since the
phonons mediate a retarded attractive density-density interac-
tion, which slightly opposes to the electron-electron mutual
repulsion, i.e., the phonons partially screen the Hubbard in-
teraction [23,24]. The arrival of a coherent optical excitation
triggers the delocalization of electrons initially located at va-
lence states, corresponding to a prompt gain of carries above
€r and a subsequent lack of electronic Mott states. This im-
plies a transient loss of the charge density required to sustain
the phonon-mediated screening. It lasts for a temporal interval
comparable to the optical pump pulse length. Formally, the
coupling between the electrons and the lattice leads to the
reduction of the onsite Coulomb repulsion energy U towards
an effective (dressed) value equal to U — g*/w, where w and g
are the intrinsic frequency of the boson field and the coupling
constant, respectively [22]. The laser field triggers a dipole
moment, which modifies U into a time-dependent variable:

2
0 00=U-5+el $pa). 3)
w w

where e and p(r) are the electric charge and the pulse
(gaussian) profile, respectively [25,26]. Figure 5 offers a
sketch for the proposed scenario, where the black line refers
to the Eppyp dynamics, i.e., -U (t)/2. At the arrival of the
optical pump pulse, Eryg promptly moves towards its bare
value, identified by the gray (dashed) line, profiling the pulse
rising edge. The blue shadow area marks the prompt loss of
charge density. At longer timescale it follows the expected
coherent structural distortion. Such a response is qualitatively
reproduced by means of the function s(z).

The S Ey yg (t) prompt response [see Fig. 4(c)], combined to
the early range of the EDCs dynamics [see Fig. 2(b)], suggest
that the electronic Mott states are practically decoupled from
the lattice up to At ~ +50 fs. Indeed, the fact that the SW

dressed repulsion

(-U/2)

bare repulsion
(-U/2)

0.3 :

500 0 500 1000 1500 2000

NIR-XUV delay (fs)

FIG. 5. Dynamics of the dressed Hubbard repulsion at the arrival
of the NIR laser pulse (black full line). The grey dashed line refers
to the bare value, while the blue dashed area is a guide for the eye
marking the prompt charge delocalization (loss).

loss promptly increases for a temporal interval comparable to
the optical pump pulse length, identifies the timescale where
the Mott and CDW dynamics are dissected. Additionally, the
simultaneous LHB binding energy shift explained in terms of
a prompt loss of phonon mediated screening opposing to the
Hubbard repulsion energy, supports this hypothesis.

Moreover, we stress that the exact electronic processes can-
not be properly resolved in our experiment, since this would
require to push the temporal resolution towards the few fs
timescale. This means to design a tr-ARPES layout combining
few-cycles optical pulses and EUV probes characterized by a
larger bandwidth. Nonetheless, this approach embeds an in-
trinsic disadvantage due to the pulse time-bandwidth product.
Indeed, increasing the temporal resolution implies a reduction
of the experimental energy resolution [5]. We suggest that the
proper choice is to look for a sort of balanced temporal and
energy resolutions. We are confident that this experimental
layout will be able to properly disclose the involved electronic
processes and consequently to give a robust quantitative esti-
mation for g and w, which define the correction to U, too.

To qualitatively support and strength this scenario, it is
necessary to discuss and rule out the competing processes
that could give birth to these features, too. First, we under-
line that the §E g (f) prompt response cannot be ascribed to
any chemical potential shift driven by nonthermal electronic
excitations. Indeed, Fig. 2(b) reports the early range of the
EDCs dynamics, and in the interval between At = —25 fs and
At = 450 fs it does not move (see the vertical dashed line
as a guide for the eye) and remains approximately constant.
Only at At > +75 fs it is possible to reveal a significant
chemical potential displacement, which mimics the coherent
lattice structural dynamics. These data suggest that the coher-
ent optical excitation does not affect the chemical potential at
a timescale dominated by the electron-electron correlations.
Secondary, it was recently proposed that the insulating phase
of 1T-TaS, should mainly be the result of orbital textur-
ing effects, rather than a Mott transition [27]. If this is the
case, the fastest dynamics in the photoinduced phase should
be set by the electron-electron scattering processes in the
continuum, as expected in systems characterized by orbitally
orders. Nevertheless, we clearly see that the background ex-
citation continuum has a relaxation decay time slower (r =
167.3 £ 14.6 fs) than the observed prompt responses. This
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means that the electron-electron correlations cannot be over-
looked and the 17-TaS, insulating phase can be mainly
pictured in terms of the Mott-Hubbard model [28,29]. We
stress that orbital texturing effects may have some role in
the building-up of the 17°-TaS, phase diagram, which goes
beyond the goal of this work. Recent tr-ARPES experiments
and dynamical mean field theory (DMFT) results, pointed out
how coherent optical excitations may not drive 17-TaS, into
a metallic state qualitatively similar to the high-temperature
equilibrium one but rather into a crossover phase [30-35]. The
latter is marked by both an electron temperature comparable to
the equilibrium metallic state one and a ratio between the ef-
fective Coulomb repulsion energy and the Hubbard bandwidth
(W) qualitatively similar to the Mott-Hubbard phase one.
These are the features amenable to both the high temperature
(metallic) and the low temperature (insulating) phases [7,15].
Our experimental findings offer qualitative insights on the
features marking the photoinduced phase and consequently a
viewpoint on the mentioned crossover phase.

V. CONCLUSIONS

Summarizing, we presented results on the ultrafast dynam-
ics of the two-dimensional transition-metal dichalcogenide
1T-TaS,. We used NIR laser pulse to initiate a photoinduced
phase transition in 17 -TaS; and an EUV probe to snapshot the
sample’s band structure evolution near the I" point. Our study
mainly concentrated on the dynamics taking place in the first
100 fs. Our data reveal that the SW is promptly transferred
from the LHB towards the conduction bands, resulting into a
filling of the Mott-gap states (above €r). The SW loss grows
for a time comparable to the NIR pump pulse length, and later
stays approximately constant for few more tens of fs. Within

this temporal interval there is no evidence for a chemical
potential shift, too. Just at At > +75 fs the SW loss grows
again, further mimicking the coherent structural distortion
at longer timescales. Simultaneously, the LHB promptly re-
acts to the coherent optical excitation by shifting its binding
energy towards a slightly larger value. Such a feature lasts
for a time comparable to the optical pump pulse length and
mirrors a transient change of the Coulomb repulsion energy.
We proposed the following phenomenological scenario to
explain it. At equilibrium, the Hubbard repulsion is slightly
weaker than its bare value. This is a consequence of the
strong electron-phonon coupling, i.e., the phonons mediate a
retarded attractive density-density interaction, which slightly
screens and opposes to U. To our knowledge, such a feature
has never been observed up to now, although theoretically pre-
dicted. The loss of phonon-mediated screening, consequently
to the arrival of the optical pump pulse, can explain the tran-
sient LHB binding energy shift. We stress that disclosing the
electronic processes responsible for switching these prompt
processes (up to At ~ +50 fs) require to push the temporal
resolution towards the few-fs timescale. We suggest that the
proper choice is to look for a balanced amount of temporal
and energy resolutions. This currently goes beyond the scope
of our work. However, we are confident that our results may
pave the way to future and deeper investigations on the dy-
namics of several complex materials (not only dichalcogenide
as 17-TaS,) marked by puzzling collective phases.
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