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Valley Hall effect and nonlocal resistance in locally gapped graphene
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We report on the emergence of bulk, valley-polarized currents in graphene-based devices, driven by spatially
varying regions of broken sublattice symmetry, and revealed by nonlocal resistance (RNL) fingerprints. By using
a combination of quantum transport formalisms, giving access to bulk properties as well as multiterminal
device responses, the presence of a nonuniform local band gap is shown to give rise to valley-dependent
scattering and a finite Fermi-surface contribution to the valley Hall conductivity, related to characteristics of RNL.
These features are robust against disorder and provide a plausible interpretation of controversial experiments
in graphene/hexagonal boron nitride superlattices. Our findings suggest both an alternative mechanism for the
generation of valley Hall effect in graphene and a route towards valley-dependent electron optics, by materials
and device engineering.
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Two-dimensional materials, and graphene in particular, are
promising valleytronic candidates due to the K and K ′ valleys
at the Dirac points, which can be exploited to encode, trans-
port, and process information [1] and could play a key role
in future valley-driven quantum computers [2–4]. However,
a key hurdle is the absence of external knobs, analogous to
magnetic fields and ferromagnetic contacts in spintronics, to
generate, manipulate, and detect valley-polarized currents [5].
While optoelectronic access to the valley index is possible
in certain materials [6–9], an all-electronic control would be
highly desirable for device applications [10]. Certain defects
or strain deformation fields have been theoretically proposed
for achieving valley filtering, but the corresponding experi-
mental implementation remains challenging [11–33]. Possible
signatures of valley transport phenomena have been discussed
in relation to nonlocal resistance (RNL) measurements in com-
mensurately stacked graphene/hexagonal boron nitride (hBN)
systems [34–36]. Large RNL signals have been interpreted in
terms of an intrinsic valley Hall effect (VHE), driven by bulk
Berry curvature [37–40], and which would be related to a uni-
form mass term induced by the interaction between graphene
and hBN. Under this mechanism, a quantized valley Hall
conductivity, σ v

xy = 2e2

h , within the band gap [5,34,39,41], was
argued to generate a long-ranged valley current, enhancing
RNL beyond standard ohmic contributions. Analogous behav-
ior has also been studied in bilayer graphene, where the VHE
is tunable by an interlayer bias [42,43].

However, the interpretation of experimental RNL in terms
of a bulk-driven VHE has been severely questioned by quan-
tum transport simulations [5,44,45]. Bulk-driven RNL signals
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in fully gapped systems are found to be strongly suppressed
beyond evanescent contributions, rendering them fully neg-
ligible at experimental scales. One puzzling issue is that
intrinsic valley Hall currents are associated with Fermi sea
contributions from Berry curvature hotspots below the Fermi
energy, whereas within the relevant linear response regime
only Fermi-surface (FS) contributions should play a role in de-
vice measurements [44,45]. Experimental mapping of current
flow further suggested that edge currents may play a role [46],
but recent theoretical [45,47,48] and experimental [49] studies
cast doubt upon the topological origin of such currents. Fi-
nally, the lattice mismatch between graphene and hBN, which
leads to a moiré pattern for commensurate structures [34,50],
also clearly indicates that electrons may not experience a
uniform mass term [51], making the interpretation of exper-
imental RNL signals in terms of VHE a true and unsolved
conundrum.

In this paper, we demonstrate the emergence of valley-
split bulk transport in the absence of a global band gap.
This phenomenon requires instead the presence of a spatially
varying mass term—a situation analogous to graphene-hBN
heterostructures with commensurate layer alignment. The
valley-polarized current is a consequence of an extrinsic-like
valley Hall effect that can be understood by examining the
scattering from a single, circular mass dot. The exact so-
lution to this case establishes a strong valley dependence
in the scattered wave function at low energies and a val-
ley splitting of incoming electronic currents. Tight-binding
simulations show that this effect is robust for various dot
profiles and mass distributions. The valley Hall conductiv-
ity for a periodic array of dots is then calculated using the
Kubo-Bastin formalism, and confirms the formation of val-
ley Hall signals and charge neutral currents. This system
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FIG. 1. (a) Incoming, scattered, and transmitted waves for scat-
tering from a mass dot. (b) A and B sublattice sites in the dot have
different onsite potentials. (c) K and K ′ valleys in the low-energy
spectrum of graphene. (d) Valley polarization of scattered currents:
the peak indicates a strong K ′ polarization in the +y direction. (e)
Total (bold) and individual valley angular scattering profiles in the
far-field limit at Ẽ = 0.12 [purple dot in (d)].

manifests a nonzero FS contribution to the valley Hall con-
ductivity, consistent with the extrinsic contribution and in
contrast to the spatially uniform band-gap case [41]. Using
Landauer-Buttiker simulations, we show that scattering-
induced valley-polarized currents significantly enhance RNL

signals, in contrast to the vanishing RNL predicted for uni-
form mass systems. Scattering-induced valley splitting, unlike
Berry-phase induced deflection, is consistent with standard
quantum transport methods, and provides an alternative
mechanism to interpret valleytronic phenomena using RNL

measurements. It also suggests a route towards valley engi-
neering by using hBN or other substrates [50–53], patterned
gates [54], or doping [55–62] to generate spatially varying
mass profiles in graphene to direct the flow of valley currents.

Scattering from a circular mass dot is considered using a
Dirac Hamiltonian near the K and K ′ (τ = ±1) points:

Hτ (r) = h̄vF

(
ṼA(r) −iτ∂x − ∂y

−iτ∂x + ∂y ṼB(r)

)
, (1)

with scaled variables X̃ ≡ X
h̄vF

. Here VA(r) and VB(r) are the
A and B sublattice potentials. Within a dot of radius R we
set VA/B(r < R) = ±�

2 , where the sign depends on the sub-
lattice. The mass term � leads to band-gap opening in the
range −�

2 < E < �
2 in the region where VA/B �= 0. Following

Refs. [63–65], we switch to polar coordinates (r, φ) and con-
sider incoming (ψinc), scattered (ψsc), and transmitted (ψtr)
waves, as shown in Fig. 1(a). ψinc and ψsc are expanded
in terms of angular momentum basis states m using Bessel
and Hankel functions, respectively, as in the potential dot
case [64,65]. Inside the dot, ψtr is expanded in terms of Bessel
functions with sublattice-dependent coefficients (see Supple-
mental Material [66]). A closed-form expression for the wave
function is found by enforcing continuity at the dot boundary
and solving for the scattering and transmission coefficients,
cs

m and ct
m, for each mode. The Hamiltonian in Eq. (1) is

invariant under VA ↔ VB, ψτ
1 ↔ ψ−τ

2 , ψτ
2 ↔ −ψ−τ

1 , so that
the K valley result can be used to deduce the K ′ case. The local
electron density n = ψ†ψ and particle current j = ψ†σψ are
calculated for each valley separately, with the total electronic
(valley) quantity given by the sum (difference) of the two
valleys. The local valley polarization at a point (r, φ) is the ra-
tio of these quantities ξ (r, φ) ≡ jsc

val(r, φ)/ jsc
tot (r, φ), and takes

values −1, 0, 1 for fully K ′ polarized, valley neutral, and fully
K polarized currents, respectively. A figure of merit for the
valley-splitting efficiency of a dot is

ξavg = lim
r→∞

∫ π

0

dφ

π
ξ sc(r, φ), (2)

i.e., the far-field limit of the scattered current polarization,
averaged over the upper-half plane. This quantifies the average
valley polarization of transverse currents, with nonzero ξavg

indicating VHE-type behavior. We consider a R = 4.5 dot
with �̃ = 2 so that the band edge inside the dot is at Ẽ =
±1, and focus here on valley-dependent effects—for general
scattering properties see [66]. In Fig. 1(d), ξavg takes large
negative values as E increases from zero, before decaying to
about half its maximum magnitude, and then vanishing at en-
ergies above the band edge. This corresponds to K ′ electrons
preferentially scattering in the +y direction for all band-gap
energies, with the strongest effect near the gap center. The
angular dependence of scattering is determined from the radial
component of jsc(r → ∞). Figure 1(e) plots the total quantity
(solid line) and its individual valley contributions (shaded and
unshaded areas) at the energy shown by the dot in Fig. 1(d).
K and K ′ have equal contributions at φ = 0, π , correspond-
ing to a valley-neutral situation for exact forward and back
scattering from the dot. At other angles the two valleys scatter
antisymmetrically with respect to the x axis. At the energy
shown, scattering is largest in the transverse directions so
that electrons from different valleys scatter almost entirely to
opposite sides of the dot.

Figures 2(a)–2(c) show the current flow near the dot at
this energy, with arrows showing the current magnitude and
direction in each case. Figure 2(a) shows the total charge
flow, with the color scale showing valley polarization, whereas
Figs. 2(b) and 2(c) show the current flow and electron density
for each valley separately. K and K ′ electrons flow in opposite
directions around the dot, leading to the same antisymme-
try around the x axis that was noted for angular scattering.
Valley-polarized currents are observed in the immediate vicin-
ity of the dot in Fig. 2(a), but quickly recombine to give a
largely valley-neutral forward current. This is also evident
from Figs. 2(b) and 2(c), where the large K (K ′) current near
the top (bottom) of the dot diffuses quickly behind it. The
far-field behavior emerges from currents further away, namely,
the K (K ′) current flowing in the bottom (top) left of these
panels.

Counterpropagating flows of K and K ′ currents emerge
from the scattering coefficients cs

m̄(K ) of the individual
modes, the analytic form of which is given in [66]. The
m and m̄ ≡ −m − 1 modes are closely connected, and we
find cs

m̄(K ) = cs
m(K ′), so that every K valley mode has a

corresponding K ′ mode which contributes with equal magni-
tude but opposite angular momentum. At low energies, only
m, m̄ = 0 modes contribute, and the clearest valley splitting
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FIG. 2. (a) Total and (b), (c) individual valley current flows near
a mass dot at low energy. Electrons from different valleys flow in op-
posite directions around the dot. (d) Similar valley-splitting behavior
for a disordered mass region. (e) Phase space map for the average
valley polarization ξavg for different Ẽ and �̃ values, with the dotted
line denoting the band edge.

is observed. As E increases, there is a gradual onset of con-
tributions from m, m̄ > 0 modes, and valley-splitting effects
from different modes partially cancel, leading to a decrease
in the magnitude of ξavg [Fig. 1(d)]. However, the presence of
higher-order modes maintains the sign of ξavg within the gap,
so that the deflection direction is consistent. This is clear from
Fig. 2(e), where we show ξavg across a range of mass strengths
and electron energies. The dotted line denotes the band edge,
and a uniform preference for enhanced K ′ scattering is seen
inside the gap, with a weak oscillatory pattern outside due
to resonances with bound states. The strongest valley polar-
ization (dark red region) is at low energies for all sizes and
strengths. For further discussion of the energy dependence,
see [66].

To test the robustness of the valley splitting predicted
above, we perform tight-binding simulations using the
patched Green’s-function approach [24,67]. A finite dot with
R = 10 nm and VA/B(r < R) = ±0.1|t | is embedded in an
infinite graphene sheet, and we perform transport calcula-
tions using a point probe 250 nm away so that incoming
electrons resemble a plane wave, as in Fig. 1(a). The sys-
tem Green’s functions [68], G(E ), and lead broadening
term, 
, give the spectral density of injected states A(E ) =
G
G+ and local current flow in real space. Projecting A
onto the graphene basis |ψk〉 measures the local distribu-
tion of scattered states in k space, ρ(k) = 〈ψk|A|ψk〉, from
which the real-space valley polarization is calculated: ξT B =
(
∑

k∈K ρ(k) − ∑
k∈K ′ ρ(k))/

∑
k∈K,K ′ ρ(k). The analytic po-

larization from Fig. 2(a) is reproduced numerically [66] not
only for a perfect dot, but also for nonuniform mass distribu-
tions. Figure 2(d) shows a disordered case, where VA/B �= 0
only on 1% of sites within the dot, but with increased mag-
nitudes to preserve the average mass. The result, for this and
other mass distributions, is almost identical to the analytic,
perfect dot prediction. Insensitivity to the strength, size, or
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FIG. 3. (a) Valley Hall conductivity σ v
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xy normalized
by its peak value, for three different supercell sizes. (c), (d) σ v

xy for
WC = 5R and uniform mass distributions, together with their Fermi-
surface contribution (shaded). Dashed vertical lines show the band
edges in mass regions.

composition of mass regions suggests that realization of val-
leytronic devices may be easier to achieve using mass dot
engineering than strain-based proposals.

Mass dots induce equal and opposite deflections of K
and K ′ electrons in the y direction, giving rise to a pure
valley current in the transverse direction, which is remi-
niscent of Berry curvature deflections in globally gapped
systems [5,34,39,41]. To determine possible experimental
signatures of this phenomenon, we analyze the valley Hall
conductivity σ v

xy and nonlocal resistance RNL using both the
Kubo and Landauer-Buttiker formalisms. We employ the
Kubo-Bastin formula [26,69–76] to calculate both the full
and Fermi-surface contributions to σ v

xy [66] for a R = 10 nm
mass dot (VA/B = ±0.1|t |) placed into one of three different
square supercells with side lengths WC = 5R, 10R, 20R. This
allows us to examine the competition between scattering and
Berry curvature effects, which can arise in periodic systems
due to a finite concentration c of sites with mass �, yield-
ing an effective global mass ≈ c�. For a global mass, the
height of the σ v

xy peak remains constant, with wider peaks
expected for larger �eff (smaller WC). However, Fig. 3(a)
shows that instead the height decreases with decreasing dot
density, while the width is independent of WC , so that the three
curves coincide when normalized [Fig. 3(b)]. This suggests a
valley-splitting mechanism analogous to an extrinsic spin Hall
effect induced by skew scattering [77,78]. In this case, the
magnitude of σ v

xy should vary with the dot density, but with an
energy dependence following the scattering profile of a single
dot, as observed. To further substantiate this hypothesis, we
examine the FS contributions [72,79] to σ v

xy, which remain
finite throughout the band gap for the mass dot system in
Fig. 3(c), with σ v,FS

xy ≈ 0.4 σ v
xy at E = 0. For a uniform mass

[Fig. 3(d)], this contribution vanishes (aside from broadening
effects [66]) in the gap. Similar behavior is found for each
WC , demonstrating that a robust FS contribution emerges in
the presence of spatially distributed mass dots.

The absence of a global gap enables straightforward
RNL simulations using Landauer-Buttiker methods. We con-
sider the six-terminal setup in Fig. 4(a), where R = 5 nm
dots (VA/B = ±0.4|t |) with periodicity WC ∼ 6R are em-
bedded in a 64-nm-wide zigzag ribbon. The currents Ip

and potentials Vp in each lead p are related by Ip =
2e
h

∑
(TqpVp − TpqVq), where transmissions Tpq are calculated

using recursive Green’s-function techniques [67,80,81]. The
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FIG. 4. (a) Six-terminal device for RNL simulations. (b) RNL with
and without mass dots, showing a robust positive trend in the pres-
ence of dots. (c) Transmission along one edge (TAL ) and diagonally
across the device (TDI ). (d) Map of local current flow (arrows) and
valley polarization (color) for the energy shown in orange in (b) and
(c). RNL is mediated by valley-polarized currents in the device.

potential difference between leads 1 and 2 is fixed, and the
net current in the remaining leads set to zero. Solving for the
current, I1 = −I2, and the potentials V3–6 yields RNL = V3−V4

I .
In the absence of dots, RNL oscillates rapidly around zero, as
shown by the dashed line in Fig. 4(b). These oscillations are
due to the finite device size, and emerge from configuration-
specific resonances in the pairwise transmissions Tpq. Unlike
σ v

xy, the RNL signal is not mediated solely by Hall effects, but
is sensitive to the device size, edge types, probe placements,
and the distances between scatterers and edges. Such effects
are difficult to remove from the simulations, but average out in
experimental-scale systems to give a vanishing contribution to
the RNL signal. This represents the current taking a direct path
between source and drain, and not probing the nonlocal region
of the device. With mass dots present (solid blue curve), RNL

still displays rapid oscillations due to finite-size effects, but
a wide positive peak feature now emerges at low energies.
Similar behavior is seen for different dot sizes and separations,
mass strengths, and disorder types, but does not occur in
pristine systems or for dots with VA = VB.

To understand the origin of the positive RNL signal, we
analyze the pairwise transmission profiles between probes.
The sign of RNL [66] is a competition between transmissions
along an edge of the device (TAL) and diagonally across the
device (TDI ). Figure 4(c) confirms that the positive RNL feature
corresponds to an enhancement of TAL relative to TDI for our
system. To better interpret the dominant RNL signal, we map
the local current throughout the device. In multiterminal de-
vices, the current flow is not simply an injection at the source
and absorption at the drain. It results from a superposition of
currents injected and absorbed by each probe [81–85]. The
arrows in Fig. 4(d) show the current in our system for the
energy marked by orange lines in Figs. 4(b) and 4(c). Due

to finite-size effects, the flow pattern is complex and sensitive
to the chosen energy. Streams and vortices appear, disappear,
and relocate as the energy is varied. However, at low energies,
strong transverse scattering from the dots leads to indirect
current paths which probe large portions of the device. This
is in stark contrast to pristine systems, where more direct
paths between source and drain are observed [66]. The valley
polarization of the current, calculated in the multiterminal
setup, is shown here by color shading. We note that strong
valley splitting at dots near the source and drain contacts,
reinforced by subsequent scattering from other dots, leads to
valley-polarized currents throughout the entire device.

Electrons from the two valleys tend to flow in opposite
directions near the edge; for example, near the bottom edge, K
(K ′) currents flow primarily to the right (left). This may appear
analogous to the quantum spin Hall effect, where electrons
of different spin counterpropagate along an edge, but there
are fundamental differences. First the studied system does not
have an insulating bulk, but rather strong transverse scattering
sources which deflect valley-polarized current towards the de-
vice edges. An important aspect here is that significant current
still flows in the regions between dots in the bulk and valley-
polarized currents near the edge are not protected or carried
by chiral states: they arise due to scattering effects and can
be quenched, be deflected, or change polarization. However,
cumulative scattering from consecutive dots generally acts to
reinforce valley polarization, and to boost TAL by deflecting
current along the edge. This leads to the positive RNL feature
seen in Fig. 4(b), with similar results found for different
device sizes, dot densities, ribbon edges, and disorders. RNL

signals, mediated by scattering-induced valley splitting, are a
general feature of graphene with nonuniform mass distribu-
tions.

We calculated the electron scattering from mass dots in
graphene, and obtained a clear splitting of electrons according
to their valley index. This effect is robust over a wide range of
dot sizes, mass distributions, and electron energies. A nonuni-
form mass distribution, consisting of an array of such dots,
gives rise to a valley Hall conductivity which contrasts sharply
with that of the uniform mass case and displays a significant
Fermi-surface contribution. Furthermore, such arrays give rise
to a positive RNL feature in Hall bar devices, without requiring
Berry curvature driven, Fermi sea currents in the system bulk.
Instead, RNL signals are driven by cumulative scattering which
generates bulk, Fermi-surface, valley-polarized currents and
enhances transmission along the device edges. While the com-
plicated mass profile in graphene/hBN heterostructures [51]
makes it difficult to disentangle the different mechanisms at
play in this system, nonuniform mass distributions are an
ideal platform to further clarify the role of valley currents in
the emergence of nonzero RNL signals. Our results suggest
mass-based nanostructures are a robust alternative to strained
systems to achieve novel valley-dependent electron optics.

S.R.P. acknowledges funding from the Irish Research
Council under the Laureate awards program. J.H.G. and
S.R. acknowledge funding from the European Union Sev-
enth Framework Programme under Grant No. 881603
(Graphene Flagship). ICN2 is funded by the CERCA
Programme/Generalitat de Catalunya and supported by the

115406-4



VALLEY HALL EFFECT AND NONLOCAL RESISTANCE IN … PHYSICAL REVIEW B 103, 115406 (2021)

Severo Ochoa programme (MINECO Grant. No. SEV-2017-
0706). The Center for Nanostructured Graphene is sponsored

by the Danish National Research Foundation, Project No.
DNRF103.

[1] J. R. Schaibley, H. Yu, G. Clark, P. Rivera, J. S. Ross, K. L.
Seyler, W. Yao, and X. Xu, Nat. Rev. Mater. 1, 16055 (2016).

[2] N. Rohling and G. Burkard, New J. Phys. 14, 083008 (2012).
[3] D. Culcer, A. L. Saraiva, B. Koiller, X. Hu, and S. Das Sarma,

Phys. Rev. Lett. 108, 126804 (2012).
[4] E. A. Laird, F. Pei, and L. P. Kouwenhoven, Nat. Nanotechnol.

8, 565 (2013).
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